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Chapter goals:

- understand principles behind network layer services:
= Network layer service models
= Forwarding vs routing
= How a router works?

Routing (path selection)

Broadcast, multicast

» Instantiation, implementation in the Internet
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Roadmap:
L

4.1 Introduction 4.5 Routing algorithms
4.2 Virtual circuit and = link state
datagram networks = distance vector
4.3 What’s inside a router = hierarchical routing
4.4 |P: Internet Protocol 4.6 Routing in the Internet
= datagram format (intra-AS routing)
= |Pv4 addressing 4.7 Broadcast and multicast
= |CMP routing
= |[Pv6

Transport segment from
sending to receiving host

on sending side
encapsulates segments
into

on receiving side,
delivers to

transport layer

network layer protocols
in every host and router
router examines header
fields in all IP datagrams
passing through it
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4 Forwarding and Routing

(Two Key Network-Layer Functions)

Two
Functions

]

Move packets from Determine route taken
router’s input to by packets from source
appropriate router output. to destination.

Analogy: Analogy:

Process of getting through Process of planning trip
single interchange. from source to destination.

4-5

4. Forwarding and Routing

Interplay between forwarding and routing

_ Forwarding:

Routing: _ _ _ _ - -
- Determines local
Determlnes Local forwarding table IL’ fOI'Warding fOI’ thls
end-to-end header value |output link router
path through o101 |2
network 20013 =
—

Value in arriving
packet’s header

0111] =

IQJ
]

Figure: Routing algorithm determine values in forwarding tables
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4. Forwarding and Routing

3rd: Connection Setup

-]

0
+ 3 important function in some network architectures: Q
= Applied in ATM, frame relay, X.25

= Not applied in Internet TCP 3-way

. Before datagrams flow, two end hosts
and intervening routers establish (VC)

= routers get involved

+ Network vs Transport layer connection service:

= Network: between two hosts (may also involve intervening
routers in case of VCs)

= Transport: between two processes

47

ATM (Asynchronous Transfer Mode)

4 Network Service Models
= j Q: What service model for “channel” transporting

® datagrams from sender to receiver?

Example 1: Example 2:
- W, N, - - -
Services for individual Services for a flow of
datagrams: datagrams:
« guaranteed delivery + in-order datagram delivery
« guaranteed delivery with + guaranteed minimum

less than 40 msec delay bandwidth to flow

» restrictions on changes in

inter-packet spacing
4-8
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Table: Internet and ATMs service models

Network Service Bandwidth No-Loss (ongestion
Architecture | Model Guarantee Guarantee ~ Ordering  Timing Indication
Intemet Best Effort ~ None None Any order ~ Not None
b _posble  mointaned
ATM (BR Guaranteed Yes In order Maintained ~ Congestion
el Snstontete Wil notocar
ATM ABR Guaranteed None In order Not Congestion
minimum maintgined  indication
provided
Asynchronous Transfer Mode (ATM)
CBR (Constant Bit Rate) 4-9

ABR (Available Bit Rate)

[ Computer Networks ]

I

I
I
. .
|+ provides network-layer :
: connection service :

. 1
L (e.g..apply in ATM !
' architecture) |

Analogous to TCP/UDP connection-oriented /

< <

architecture)

connectionless transport-layer services, but:
service: host-to-host

no choice: network provides one or the other

implementation: in network core

ATM (Asynchronous Transfer Mode)

1
1
g 1
. provides network-layer
connectionless service |
1

1

1

1

- (e.g apply in Internet

4-10
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4.

(a) Virtual-Circuit (VC)
Networks

“Source-to-destination path behaves much like telephone circuit”

= performance-wise
= network actions along source-to-destination path

+ each packet carries VC identifier
(not destination host address)

+ every router on source-destination
path maintains “state” for each
passing connection

+ link, router resources (bandwidth, buffers) may be allocated to
VC (dedicated resources = predictable service)

Data Transfer

VC Connection
Phases

VC Teardown

ilil

4-11

(a) Virtual-Circuit (VC)

Networks

Application

Transport

Network

Data link

Physical

Application

Transport
Network
Data link

Physical

Figure: Virtual-Circuit setup.

4-12
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4— (b) Datagram Networks
+ no call setup at network layer
. routers: no state about end-to-end connections
= no network-level concept of “connection”
- packets forwarded using destination host address
Application Application
Transport Transport
Network Network
1. Send 2. Receive
Data link data data Data link
Physical Physical
- = S B \ =t
— —
Figure: Datagram network. w13

4— (b) Datagram Networks

Datagram forwarding table

-
' 4 billion IP addresses, so
1 rather than list individual

1
1
1
) q q a 1
" 1 1
- = destination address list
local forwarding table - 1 1
i _ - 1 range of addresses \
address-range 1 - 1 (aggregate table entries) !
address-range 2 ! )
address-range 3 — ! )
address-range 4 i i i : :
1 1
IP destination address in ,Q, 1 |PV4: 232 1
arriving packet’ s header —— 1 1
LI = 4,294,967,296
1 1
1 1

4-14
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200.23.16.0
200.23.23.255

200.23.24.0
200.23.24.255

200.23.25.0
200.23.31.255

(b) Datagram Networks

Datagram forwarding table

Destination Address Range Link Interface

11001000 00010111 00010000 00000000

through
11001000 00010111 00010111 11111111

11001000 00010111 00011000 00000000

through
11001000 00010111 00011000 11111111

11001000 00010111 00011001 00000000

through
11001000 00010111 00011111 11111111

otherwise

3

Table: Four routers has four links interfaces and packets to be forwarded.

Datagram vs VC Networks:

Why?

ATM (Asynchronous Transfer Mode)

Internet (datagram)

data exchange among
computers

= “elastic” service, no
strict timing requirement

many link types:
= different characteristics
= uniform service difficult

“smart” end systems
(computers)

= can adapt, perform
control, error recovery

inside network,
complexity at “edge ”

ATM (VC)
evolved from telephony
human conversation:

= strict timing, reliability
requirements

= need for guaranteed
service

“dumb” end systems
= telephones

02/12/2020
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TWO key router functions:
« run routing algorithms | protocol (RIP, OSPF, BGP)
» forwarding datagrams from incoming to outgoing link

«

Routing Processor

il

RIP (Routing Information Protocol) Figu re: FOUI‘ router Components
OSPF (Open-Shortest Path First) 4-17

BGP (Border Gateway Protocol)

Router Architecture

______ Routing
] r processor
Routing, management |
control plane (software) : 1
______________________ b
Forwarding |
data plane (hardware) |
|
Input port : | Output port
\4
i N e B e e,
I
: Switch
Input port i fabric Output port
e e B

Figure: A high-level view of a generic router architecture
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4— Input Processing

Input port functions

Data link Lookup, fowarding,
Line processing queuing Swntgh
termination (protocol, M fabric
decapsulation)
1

i
_____ | I
R Do 1 Data link layer:

! Physical layer: | e.g., Ethernet
1 bit-level reception - - - (see chapter 5)
- : Decentralized switching:

+ given datagram destination, lookup output port using
forwarding table in input port memory (“match plus action”)

+« Goal: complete input port processing at ‘line speed’
+ queuing: if datagrams arrive faster than forwarding rate
into switch fabric

3

4— Switching Fabrics

« Transfer packet from input buffer to appropriate output buffer

»  Switching rate: rate at which packets can be transfer from
inputs to outputs
= often measured as multiple of input/output line rate
= Ninputs: switching rate = N times line rate desirable

[ Switching Fabrics ]

I B

Figure: Three type of switching fabrics techniques

4-20
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(i) Memory
First generation routers:

+ traditional computers with switching under direct control of CPU
+ packet copied to system’s memory

+ speed limited by memory bandwidth
(2 bus crossings per datagram)

Key:

Dylj mputport [ JCT Output portI
X

—> |:| C]1—»

B Y

— 1 [ | [mn]— Memory S T T—"

A

C z
— [ Jfum]— ][ JC]—

4-21

4— Switching Fabrics

4— Switching Fabrics

(ii) Bus
« Datagram from input port memory to output port memory via
a single shared bus

+ Bus contention (conflict): switching speed limited by bus
bandwidth

« e.g. 32 Gbps bus, Cisco 5600: sufficient speed for access

and enterprise routers Key:

y:
O] Input port 10 output portI
X
10—

Y
=

z
(o[ JC1—

4-22
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+ Overcome bus bandwidth
limitations (single shared bus)

+ Banyan networks, crossbar, other
interconnection networks
initially developed to connect
processors in multiprocessor

+ advanced design (to speedup
switching)

v into
fixed length cells, switch
cells through the fabric.

« Cisco 12000: switches 60Gbps
through the interconnection
network

4— Switching Fabrics

Key:

O] Input port

(iii) Crossbar

] output portI

—

=$|_|E T —>

i LU e
C

— O[] [m]—

Queuing (buffer
Switch management)

febrie Nt

Data link

processing

(protocol,
encapsulation)

4 Output Processing

Output ports

Line
termination

for transmission

@ required when datagrams arrive from fabric
faster than the transmission rate

« Scheduling discipline chooses among queued datagrams

4-24
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4— Where Does Queueing Occurs?

Output ports queueing

Output port contention at time t

+ buffering when = = >
arrival rate via — |:| E /i |:| I:I I
switch exceeds
output line speed O JLNS switch || N I i
L L 10—

. — fabric
=0 [ ][\

One packet time later

—CJ O [ w5 -w][ JO—
—J[ ][ Ql~gore /-] [ JJ—
—J (][ M5 -l JO)—

QoS (Quality-of-Services))

4— Where Does Queueing Occurs?

Buffer size needed

+» RFC3439 rule of thumb:
= average buffering size = RTT * link capacity C

= Example:
RTT = 250 msec (“typical”), C = 10 Gbps link
- average buffering size = 250 msec * 10 Gbps
= 2.5 Gbit buffer

4-26
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Supposed the link capacity for a router is 20 Mbps and RTT for a
packet is 400 msec.

(a) Calculate the average buffering size.

(b) If the TCP flow of packets is 16, calculate the buffering
needed for the router.

Solution 4.0

Solution:

+ Link capacity, C = 20 Mbps
« RTT =400 msec
+» TCP flows, N=16

(a) Average Bulffer size, (b) Buffer size,

m @ Dec 2020 14
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4— Where Does Queueing Occurs?

Input ports queueing

+ Fabric slower than input ports combined - queueing may
occur at input queues

» Queueing delay and loss due to input buffer overflow!

(HOL) blocking:

4-29

4— Where Does Queueing Occurs?

Input ports queueing

Output port contention - ! |,
(conflict): = I:l E.ll Switch D I:l ]
* Only one red fabric
datagram can be miEiS ot I e
transferred.
« lower red packetis CI[ ] [wp - O—

blocked.

One packet time —J[ [N+ (][ J—

later:

bluepacket [ ][] me ([ ]I

experiences HOL

blocking —O[ ] ] _@l:lg_,

Key:

. destined for upper output . destined for middle output D destined for lower output
port port port

02/12/2020
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The Internet network layer

Transport layer: TCP, UDP

—

Routing protocols

e path selection
* RIP, OSPF, BGP

[ ) Forwarding

table

IP protocols

e datagram forma
e packet handling
conventions

ICMP protocols
e error reporting

e addressing conventions

® router “signaling”

t

+Network layer

Link layer

Physical layer

RIP (Routing Information Protocol)
OSPF (Open Shortest path First)
BGP (Border Gateway Protocol)

4-31

For fragmentation / reassembly
h N

IPv4 Datagram Format

total datagram length
(1500 bytes)
7

/

1 N S
16-bit Identifier

Upper-layer

Time-to-live
protocol

32-bit Source IP address
32-bit Destination IP address

Options (if any)

How much overhead?
- 20 bytes of TCP header
- 20 bytes of IP header

= 40 bytes header +
application layer overhead

Data

IS0 32bits
1 NS |
[ 1 NN
. Header ! S P 4
Version length ,lType of servnée\\ ~ Qa\tagram length (bytes) *

Flags 13-bit Fragmentation offset

Header checksum

) 4

e.g. timestamp, record
- route taken, specify list
of routers to visit.

m @ Dec 2020
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4— IPv4 Datagram Format

IP fragmentation, reassembly

16-bit Identifier Flags 13-bit Fragmentation offset

- Network links have MTU ( )
- largest possible link-level frame

= different link types, different MTUs

= Large IP datagram divided (“fragmented”) within network
= one datagram becomes several datagrams
» “reassembled” only at final destination
» |P header bits used to identify, order related fragments

4— IPv4 Datagram Format

IP fragmentation, reassembly

= IP + Payloads
= 20 bytes + 3980 bytes
Fragmentation: = 4000 bytes
In: one large datagram (4,000 bytes)
Out: 3 smaller datagrams = 4000/ 1500 bytes

= 3 datagrams
Link MTU: 1,500 bytes "3

>x<
R - = - -

Reassembly:

In: 3 smaller datagrams
Out: one large datagram (4,000 bytes)

4-34

02/12/2020
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IPv4 Datagram Format

IP fragmentation, reassembly

Fragment Bytes D Offset Flag
Istfragment 1,480 bytes in identification = 777 offset = 0 (meaning the data flag = 1 (meaning
the data field of should be inserted beginning there is more)
the IP datagram at byte 0)
2nd fragment 1,480 bytes identification = 777 offset = 185 (meaning the data flag = 1 (meaning
of data should be inserfed beginning ot byte ~ there is more)
1,480. Note that 185 - 8 = 1,480)
3rd fragment 1,020 bytes identification = 777 offset = 370 (meaning the data flag = 0 (meaning this
(= 3,980-1,480—1,480) should be inserted beginning t byte s the last fragment)
of data 2,960. Note that 370 - 8 = 2,960)
1
o Figure: IP fragments :
z : |
... | Fragment 1 ! .
L Lo Offset value specified in
units of 8-byte chunks
.. Fragment 2
2959
2960 Fragment 3 e
3979
IPv4 Datagram Format
IP fragmentation, reassembly
Fragment #1 length=1500 ID=777 flag=1 offset=0
Fragment #2 length=1500 ID=777 flag=1 offset=185
Fragment #3 length=1040 ID=777 flag=0 offset=370

Figure: IP fragments

02/12/2020
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Datagram

A datagram of 6500 bytes arrived at a router and must be
forwarded to a link with an MTU of 1900 bytes. Suppose that
the original datagram is stamped with an identification number of
743. Draw all IP fragments generated after fragmentation that
reflect the requirement of original payload data in the datagram.

length=6500

ID=743 flag=0 offset=0

interface

4 IPv4 Addressing

» IP address: 32-bit
identifier for host, router

Addresses

|

-

L

223.1.1.1

u e 129 223.1.21
= 2231327

23112

"
!;;;___ 223.1.22
223113 [:] [:]

223.1.3.1 223.1.3.2

223.1.1.1 = 11011111 00000001 00000001 00000001

1‘ 223 1 1 1

Dotted-decimal notation

m @ Dec 2020

02/12/2020
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- IP address: 32-bit
identifier for host, router
interface

+ Interface: connection
between host/router and
physical link.

= router's typically have
multiple interfaces.

= host typically has one
or two interfaces.
(e.g., wired Ethernet,
wireless 802.11)

4— IPv4 Addressing

Addresses

223.1.2.2
223 113

223131 223132

One IP address associated
with each interface !

Q: How are interfaces

actually connected?
A: we’ll learn about

that in chapter 5, 6.

A: wired Ethernet
interfaces connected
by Ethernet switches
(Link Layer)

A: wireless WiFi
interfaces connected
by WiFi base station

4— IPv4 Addressing

Addresses

I
L

/223.1.2.9 223.1.21

223.1.1.4
N2

2231327

-

223.1.2.2

223.1.3.1 223.1.3.2

For now: Don’t need to worry about
how one interface is connected to
another (with no intervening router)

m @ Dec 2020

02/12/2020
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4— IPv4 Addressing

__________ - Subnets

Interconnecting
three host
interfaces and
one router
interface forms
a

e

@ 223.1.3.0/23 ==
T B B
= =

What's a subnet ? |
+ Subnet or subnetwork is a logical, visible subdivision of an IP
network.

+ The practice of dividing a network into two or more networks
is called

4— IPv4 Addressing

Recipe:

» to determine the
subnets, detach each
interface from its host
or router, creating

™

1
1
1
1
1
1
] %23.1.1.4\/5:\/223.1.2.%
1
1
1
'-l

N
N
»
P
() .
~223.13271 O .
N
N 1
__________ - K
1
1

=Y ZW - '
223.1.1.0/24

islands of isolated 223112 .
1 1
networks r | | 22313024 1! =
+ each isolated network = i E 23122
q 1
is called a subnet e P | :
b 223130 223132

_— Figure: Network consisting of 3 subnet addresses

@—— Subnet part =———3p < Host part
Subnet mask: /24

11011111.00000001.00000011.00000000

llOlllll.OOOOOOOlfOOOOOOll.llllllll

02/12/2020
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4— IPv4 Addressing

Subnets Mask

+ A computer (or a router, which is simply a specialized
computer) must be able to identify whether a computer with
a given IP address is on its subnet or not.

+ The is:

= used to separate the network portion of an IP address
from the host portion.

= a set of 32 bits which the bits in the network portion of the
address are set to 1s and the host portion is set to Os.

4-43

4 IPv4 Addressing

Subnets Mask
+ Subnet mask : 255.255.255.0

8 bits 8 bits 8 bits 8 bits

11111111 [11111111[11111111 -

L | ]
| T

Network portion Host portion

+ Thisis called a /24 address.

Example:
IP address 192.168.1.100/24 would be separated into:
* subnet portion 2> 192.168.1
e hostportion > 100
4-44

02/12/2020
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N

L IPv4 Addressing

N
> Self-Test ™=
-~ »

L Y SN
Subnets Mask

Find the subnet mask address in decimal values.
(a) /8

(b) /16

(c) /24

(d) /32

4-45

4— IPv4 Addressing

---------------- Subnets Mask

223.1.1.1 223.1.1.4

1 1
1 1K 1
1 - \ 1
: ;{‘ E;; L Subnet address:
S ——— NN IP address AND subnet mask
X 223.1.1.0/ 24 ! \\
1 N
oo _Lc 223113 _ ) *._ |Example:
223.1.92—SRTZ 333170 ~ | If the subnet mask is

255.255.255.0, define
the subnet address.

223.1.1.4
AND 255.255.255.0

11011111.00000001.00000001.00000100
11111111.3171777771.711111111.00000000
11011111.00000001.00000001.00000000

223.1.1.0/24

m @ Dec 2020 23
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4— IPv4 Addressing

223.1.11 223.1.1.4 ~
~  Self-Test =
-~ -
. If the subnet mask is

255.255.255.0, define
all the subnet addresses
with the subnet mask.

/223.1.1‘3

223.1.9.1 223.1.7.1
AN /

223.1.8.1 223.1.8.0/

223.1.2.6 T-223.1.3.27
| "
= =
223.1.2.1 223.1.2.2 223.1.3.1 223.1.3.2

Figure: Three routers interconnecting six subnets

Exercise 4.2

A B Given a network with hosts and
interconnecting routers.

(a) What are the subnet mask
addresses for the network
that consists of host A, B, D,
and E?

200.1.0.0/16

(b) What is the subnet address
of network X if the subnet
mask address is
255.0.0.07?

Get a valid IP address for
‘ ‘ ‘ ‘ each host A, B, D, E and G.
(d) Get a valid IP address for
D E G 10.90.2.1 each router’s interface at C
and F.

161.139.2.0/24 X (C)

02/12/2020
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/24

4- IPv4 Addressing

Example:
Class A | Netwok Host | Host | Host | » An organization
Subnet Mask
/8 = 2 : 0 needs 2000 hosts
and apply class B
Class B | netwok | Network | Host | Host | + Class B allocated
SUb"e/tlp%aSk 255 255 0 0 65534 interfaces:
leaving more than
63000 unused.
Class C | netwok | Network | Network | Host |

Subnet Mask

Classful addressing

255 255 255 0 Problem.
www.smartPCtricks.com <+~ Not optimized and
wasted addresses

Solution: CIDR

CIDR (Classless InterDomain Routing)

more flexible than original system of Internet Protocol (IP)

4— IPv4 Addressing

Classless InterDomain Routing (CIDR)

address scheme i.e. classful addressing

can avoid situations where large numbers of IP
addresses are unused

subnet portion of address of arbitrary length

address format: a.b.c.d/x, where x is # bits in subnet
portion of address often referred to as prefix

¢—— Subnet part > host

part
llOOlOO0.000lOlll.OOOlOOOE0.00000000

>

200.23.16.0/23

02/12/2020
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4— IPv4 Addressing

Subnets Mask

128 64 32 16 8 4 2 1

Example:

Given an IP address
161.132.3.1/20
Calculate the subnet mask
address.

a
-
.
.
-
o
o
=]
n
(¢ L] ]

3
)|
-3
ﬁ-
Qa
"

11111111.11111111.11110000.00000000
€ 20 bits  ——)
Subnet mask address : 255.255.240.0

Self-Test
-

VN
Define the subnet mask address in decimal values.
(@) /727
(b) /24
(c) /16

(d) /28

(e) /22

4-52

02/12/2020
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4— IPv4 Addressing

Determine the number of hosts in subnets

Example IP address: 172.20.0.0/16

1
Network portion ! Host portion
10101100 00010100 EOOOOOOOO 00000000 -> 1
10101100 00010100 100000000 0OOOOOOO1L > 2
1
10101100 00010100 :OOOOOOOO 00000010 - 3
1
!
10101100 00010100 :11111111 11111101 - 65,534
10101100 00010100 !11111111 11111110 = 65,535
10101100 00010100 ;11111111 11111111 = 65,536
1
N = 16 bits =65,536-2
Total hosts =2V -2=2"-2=65,534 =65,534

4— IPv4 Addressing

Obtaining a block of addresses

Q: How does network get subnet part of IP address?

A: Gets allocated portion of its provider ISP’ s address space

Example: 200.23.16.0/20 divided into 8 subnets (23).

ISP’s block:
200.23.16.0/20

Subnet address #0:

200.23.16.0/23

Subnet address #1:

200.23.18.0/23

Subnet address #2:

200.23.20.0/23

- 11001000.00010111.00010000

1
> 11001000.00010111.000%0000
I

- 11001000.00010111.000%0010
1

> 11001000.00010111.00010100
I

.00000000

.00000000

.00000000

.00000000

02/12/2020
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4- IPv4 Addressing

Subnet address #3:

200.23.22.0/20

Subnet address #4:

200.23.24.0/20

Subnet address #5:

200.23.26.0/23

Subnet address #6:

200.23.28.0/23

Subnet address #7:

200.23.30.0/23

>

>

>

>

>

11001000.

11001000.

11001000.

11001000.

11001000.

Obtaining a block of addresses

00010111

00010111

00010111

00010111

00010111

.0001:0110.00000000
1

.oooﬁlooo.oooooooo
I
1
.0001'1010.00000000
1

.oooﬁlloo.oooooooo
1
I
.0001;1110.00000000
1

future?

Given an IP address as 200.23.0.0/20. The network need to
be divided into 5 subnets with first subnet label as subnet#0.

(a) What is the subnet mask address for the given IP address?
(b) How many hosts can be supported?
(c) List all subnets addresses.
(d) What is the new subnet mask address for the each subnet?
(e) How many hosts can be supported for each subnet?

(f) List the first 5 valid IP addresses for the subnet address #3.
(g) How many subnet remain unused and can be utilized in

02/12/2020
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4— IPv4 Addressing

Obtaining a block of addresses

Q: How does an ISP get block of addresses?
{%
e

e ————

A: ICANN: Internet Corporation for Assigned ICANN
Names and Numbers
(http://www.icann.org/)

= allocates addresses

= manages DNS

= assigns domain names,
resolves disputes

4— IPv4 Addressing

Obtaining a host addresses

Q: How does a host get IP address?

« From local organization (e.g. UTM)

Assigning LAN
IP Address
I L 1
+ assigned by the admin « assigned by the network
» Unchanged IP address « |P address changes over

time

02/12/2020
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IPv4 Addressing

Obtaining a host addresses: Static IP

+ Hard-coded by system admin in a file

= Windows:
control-panel > network - configuration > TCP/IP >
properties

= UNIX: /etc/rc.config

4-59

http://www.abyssunderground.co.uk/images/router/ip2.gif

IPv4 Addressing

Obtaining a host addresses: Static IP

L Wireless Network Connection Propej-tig
Internet Protocol (TCP/IP) Properties
General IWireless Networks | Authentication | Advanced |
General I
Connect using:

" - ‘You can get |P settings assigned automatically if your network supports
I E# Belkin 802.11g Wireless Card this capability. Otherwise, you need to ask your network administrator for
the appropriate IP settings.
Configu

This connection uses the following items: " Obtain an IP address automatically

EQDS Packet Scheduler (" Use the following IP address:
% AEGIS Protocol (EEE 80214)v23.1.9 1P address: R

%= Internet Protocol [TCP/IP)
Subnet mask: I 255.255.255 . 0
| | By 192 188, 1 . 1

Irstall.. I Uninstall I Fropert

e € [btain DNS server address automatically

ad

Transmission Control Protocol/Internet Protocol. The def: (% Use the following DNS server
wide area network protocol that provides communication
across diverse interconnected networks. Preferied DNS server: 194.168. 4 .100

Alternate DNS server: 194 168 . 8 . 100

Advanced... |
Cancel I

IV Show icon in notification area when connected

oK |_

02/12/2020
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router/ip2.gif

o.uk/images
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Given an Internet Protocol
(TCP/IP) configuration.

(a) What is the subnet address?

(b) How many hosts can be
supported in the subnet?

(c) What is the total subnets
have been created if the
network IP
192.168.0.0/20

(d) What is the new subnet
mask address if the IP
address assigned as
192.168.3.106/22

Internet Protocol (TCP/IP) Properties

IPv4 Addressing

r
~ 3 -
= Self-Test

General

‘You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator for
the appropriate IP settings.

" Obtain an IP address automatically
—(% Use the following IP address:

|P address: 192 168 . 1 . 106
Subnet mask: 255255255 . 0
Default gateway: 192 168 . 1 . 1

€| Obtain DN server address automatically

—{¢ Use the following DNS server adds

Preferred DNS server: 194 168 . 4 100
194 .168. 8 . 100

Advanced... |

Altemnate DNS server:

Cancel |

IPv4 Addressing

Obtaining a host addresses: DHCP

DHCP: Dynamic Host Configuration Protocol:
* Dynamically get address from as server
+ “plug-and-play” protocol

» Temporarily IP address

Goal:

Allow host to dynamically obtain its IP address from network server

when it joins network

« can renew its lease on address in use
« allows reuse of addresses (only hold address while

connected/“on”)

K3
o

support for mobile users who want to join network (more shortly)

4-62
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IPv4 Addressing

Obtaining a host addresses: DHCP

DHCP discover DHCP offer DHCP ACK
message message message

Figure: Four-step process of DHCP

DHCP overview:
* host broadcasts “DHCP discover” message [optional]
= DHCP server responds with “DHCP offer” message [optional]
* host requests IP address: “DHCP request” message
= DHCP server sends address: “DHCP ACK” message

4-63

DHCP server: Arriving client
223.1.2.5 c

@ IPv4 Addressing
DHCP discover Obtaining a host addresses: DHCP
src: 0.0.0.0, 68 /
dest: 255.255.255.255,67
DHCPDISCOVER
{:::gégé%?b? 654 DHCP offer

src: 223.1.2.5, 67

dest: 255.255.255.255,68
DHCPOFFER

yiaddrr: 223.1.2.4
transaction ID: 654

DHCP server ID: 223.1.2.5
Lifetime: 3600 secs

\

DHCP request

src: 0.0.0.0, 68

dest: 255.255.255.255, 67
DHCPREQUEST

yiaddrr: 223.1.2.4
transaction ID: 655

DHCP server ID: 223.1.2.5
Lifetime: 3600 secs

v

DHCP ACK
src: 223.1.2.5, 67

/ dest: 255.255.255.255,68
DHCPACK
yiaddrr: 223.1.2.4
transaction ID: 655

DHCP server ID: 223.1.2.5
Lifetime: 3600 secs

Figure: DHCP client-server
interaction
me yiaddr (your internet address)

.
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223.1.

223.1.

223.1.

g

1.1

| N

1.2

B

13

4- IPv4 Addressing

Obtaining a host addresses: DHCP

DHCP
server

DHCP can return more
than just allocated IP
address on subnet:

S N @ + Address of
& 223114 23129 2 first-hop router
2 \ =2/ g 223121 for client;
8 iy R g + Name and IP
A address of
223.1.3.0/24 === dient DNS server;

223.1.3.1 223.1.3.2

Figure: DHCP client-server scenario

223.1.2.2

* Network mask
(indicating
network versus
host portion of
address)

4— IPv4 Addressing

Obtaining a host addresses: DHCP

» connecting laptop needs

Eth router with DHCP
Phy server built into
router

its IP address, address of
first-hop router, address of
DNS server: use DHCP

> DHCP request encapsulated

in UDP, encapsulated in IP,
encapsulated in 802.11
Ethernet

- Ethernet frame broadcast

(Destination: 255.255.255.255)
on LAN, received at router
running DHCP server

- Ethernet demuxed to IP

Figure: DHCP example

demuxed, UDP demuxed to
DHCP

4-66
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IPv4 Addressing

Obtaining a host addresses: DHCP

DHCH DHCP.
UDP
IP
Eth
Phy
=
TR DHCP.
CIDHCH UDP
CIoscel 1P
@M =rze:l| Eth router with DHCP
(] Imiomca Phy server built into
B router

Figure: DHCP example

K3

« DHCP server formulates
DHCP ACK containing
client’s IP address, IP
address of first-hop router
for client, name & IP
address of DNS server

3

3
a¢

encapsulation of DHCP
server, frame forwarded to
client, demuxing up to DHCP
at client

o

«» client now knows its IP
address, name and IP
address of DNS server, IP
address of its first-hop router

IPv4 Addressing

Obtaining a host addresses: DHCP

Message type: Boot Request (1)
Hardware type: Ethernet
Hardware address length: 6
Hops: 0
Transaction ID: 0x6b3a11b7
Seconds elapsed: 0
Bootp flags: 0x0000 (Unicast)
Client IP address: 0.0.0.0 (0.0.0.0)
Your (client) IP address: 0.0.0.0 (0.0.0.0)
Next server IP address: 0.0.0.0 (0.0.0.0)
Relay agent IP address: 0.0.0.0 (0.0.0.0)
Client MAC address: Wistron_23:68:8a (00:16:d3:23:68:8a)
Server host name not given
Boot file name not given
Magic cookie: (OK)
Option: (t=53,I=1) DHCP Message Type = DHCP Request
Option: (61) Client identifier
Length: 7; Value: 010016D323688A;
Hardware type: Ethernet
Client MAC address: Wistron_23:68:8a (00:16:d3:23:68:8a)
Option: (t=50,1=4) Requested IP Address = 192.168.1.101
Option: (t=12,1=5) Host Name = "nomad"
Option: (55) Parameter Request List
Length: 11; Value: 010F03062C2E2F1F21F92B
1 = Subnet Mask; 15 = Domain Name
3 = Router; 6 = Domain Name Server
44 = NetBIOS over TCP/IP Name Server

Message type: Boot Reply (2)
Hardware type: Ethernet
Hardware address length: 6
Hops: 0
Transaction ID: 0x6b3a11b7
Seconds elapsed: 0
Bootp flags: 0x0000 (Unicast)
Client IP address: 192.168.1.101 (192.168.1.101)
Your (client) IP address: 0.0.0.0 (0.0.0.0)
Next server IP address: 192.168.1.1 (192.168.1.1)
Relay agent IP address: 0.0.0.0 (0.0.0.0)
Client MAC address: Wistron_23:68:8a (00:16:d3:23:68:8a)
Server host name not given
Boot file name not given
Magic cookie: (OK)
Option: (t=53,I=1) DHCP Message Type = DHCP ACK
Option: (t=54,1=4) Server Identifier = 192.168.1.1
Option: 1=4) Subnet Mask = 255.255.255.0
Option: (t=3,1=4) Router = 192.168.1.1
Option: (6) Domain Name Server
Length: 12; Value: 445747E2445749F244574092;
IP Address: 68.87.71.226;
IP Address: 68.87.73.242;
IP Address: 68.87.64.146
Option: (t=15,I=20) Domain Name = "hsd1.ma.comcast.net."

Figure: DHCP example Wireshark output (home LAN)
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IPv4 Addressing

Obtaining a host addresses: DHCP

‘- Wireless Network Connection Properties Internet Protocol (TCP/IP) Properties

DNS Server 19216811

WINS Server
Figure: DHCP example assignment (home LAN)

e | ik Nt A — —
General | wieless Networks | Advanced | General | Altemate C: | @)
Connect using: “You can get IP settings assigned automatically if your network supports E
‘ E9 IntellR) PRO/Wireless 3345486 Net ‘ v :;;ﬂ'igieolg‘mii:s?w b elissiben sl T
This connection uses the following items: (& Obtain an IP address automatically Q
1B Client for Microsoft Netwarks © Use the following IP address: ]
¥ /= File and Printer Sharing for Microsoft Networks Beite =4
42} 905 Packet Scheduler o
¥ % Intemet Pratacol (TCP/IP) @
] =
Instal Uninstal Froperlie =
c Descipion @ Obtain DNS server address automatically @
() Transmission Control Protocol/intemet Protocol. The defauit © Use the following DNS server addresses:
E wirle: AteA netwnrk nintaeal that rinvides eomminicafion
c —
o) | Wireless Network Connection Status 2. X/ Network Connection Details
- I L
7)) —
2 | General | Suppart Network Connection Details:
o Connection status Propetty Value
Q 2 Physical Address 00-1C-BF-B8-8B-61
E @ Address Type: Assigned by DHCP IP Address 192168.1.4
) N Subnet Mask 255.255.255.0
% lRaddess 2N Default Gateway 13216811
Subnet Mask: 255.255.255.0 DHCP Server 192168.1.1
ease aIne: A It
o Ls Obtained 4/20/2013 7:21:59 PM
O Default Gateway: 192.168.1.1 Lease Expires 4/21/2013 7:21:59 PM
I
()

IPv4 Addressing

Network Address Translation (NAT)

G est of > | < local network
Internet (e.g., home network)
10.0.0.0/24 10.0.0.1
138.76.29.7 10.0.0.4

3

10.0.0.3

All datagrams leaving local Datagrams with source or
network have same single destination in this network
source NAT IP address: have 10.0.0.0/24 address for
138.76.29.7, source, destination (as usual)

different source port numbers
4-70

10.0.0.2
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4- IPv4 Addressing

Network Address Translation (NAT)

Motivation: local network uses just one IP
address as far as outside world is concerned:

range of addresses not needed from ISP
= just one IP address for all devices

can change ISP without changing addresses
of devices in local network

can change addresses of devices in local network
without notifying outside world

devices inside local network not explicitly (precisely)
addressable, visible by outside world (a security plus)

4-71

4— IPv4 Addressing

Network Address Translation (NAT)

Implementation: NAT router must:

= Qutgoing datagrams: replace (source |IP address, port #) of
every outgoing datagram to (NAT IP address, new port #)

. . . remote clients/servers will respond using (NAT IP
address, new port #) as destination address

= Remember (in NAT translation table) every (source IP
address, port#) to (NAT IP address, new port #) translation
pair

= |Incoming datagrams: replace (NAT IP address, new port #) in
destination fields of every incoming datagram with
corresponding (source IP address, port #) stored in NAT table

02/12/2020
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IPv4 Addressing

Network Address Translation (NAT)

2: NAT router

NAT translation table

1: host 10.0.0.1, 3345

changes datagram WAN side

LAN side sends datagram to

source address from
10.0.0.1, 3345 to ’138.76.29.7, 5001
138.76.29.7, 5001, :

10.0.0.1, 3345 128.119.40.186, 80

-

updates table

—_—

s_\ @ S = 138.76.29.7, 5001 :| ]
D = 128.119.40.186, 80
- = - /?)0004

$=10.0.0.1, 3345

D = 128.119.40.186, 80 :l l 10.0.0.1
T =

138.76.29.7”

- N
—/
7‘: 128.119.40.186, 80 j_@_.

D =138.76.29.7, 5001

3: reply arrives
destination address:
138.76.29.7, 5001

@ 10.0.0.2
=
@ 10.0.0.3
=

S =128.119.40.186, 80
D =10.0.0.1, 3345

4: NAT router changes datagram
destination address from
138.76.29.7, 5001 to 10.0.0.1, 3345

Figure: Network address translation 4-73

« used by hosts & routers to
communicate network-
level information

\ = error reporting:

I unreachable host,

i network, port, protocol
:

1

1

= echo request/reply
(used by ping)

+ network-layer “above” IP:

= |ICMP message carried
in IP datagrams

« ICMP message: type,
code plus first 8 bytes of
IP datagram causing error

Internet Control Message Protocol

(ICMP)

Code Description

echo reply (ping)

dest. network unreachable
dest host unreachable
dest protocol unreachable
dest port unreachable
dest network unknown
dest host unknown

source quench (congestion
control - not used)

echo request (ping)

route advertisement
router discovery

TTL expired

bad IP header

© Awwwwwwolg
D
O~NOWN =00

-
=N

—
o
OO ooo

RN
N

Figure: ICMP message types

4-74
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4 Internet Control Message Protocol

(ICMP)

. Traceroute and ICMP
+ source sends series of UDP

segments to destination:
= first set has TTL =1
= second set has TTL=2, etc.

» when ICMP messages
arrives, source records RTTs

= unlikely port number Stopping criteria:
+ when nth set of datagrams » UDP segment eventually
arrives to nth router: arrives at destination host
" router discards datagrams + destination returns ICMP
* and sends source ICMP “port unreachable”
messages (type 11, code 0) message (type 3, code 3)
= |[CMP messages includes « source stops

name of router & IP address

q 3 probe 3 prohes v
3 probe

Motivation

Initial motivation:

« 32-bit address space soon
to be completely allocated.

Additional motivation:

. header format helps speed
processing/forwarding

+ header changes to facilitate QoS

IPv6 datagram format:
= fixed-length 40 byte header
= no fragmentation allowed

4-76

msmag.com/getattachment/11b1fdc8-09c3-4c2a-af55-4425e0a0cdfas
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Datagram format

32 bits
|
[ |

Version Traffic class Flow label (Priority)

Payload length Next hdr Hop limit

Source address
(128 bits)

Destination address
(128 bits)

Data

Priority - identify priority among datagrams in flow

Flow Label :identify datagrams in same “flow.”
(concept of“flow” not well defined).

Next header : identify upper layer protocol for data .

Datagram format
32 bits
|

Version Traffic class Flow label

Payload length Next hdr Hop limit

Source address
(128 bits)

Destination address
(128 bits)

. Data
>~ Self-Test =
o~

e
Proof the size of IPv6 datagram header is 40 bytes.

4-78
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.« Checksum

» Options

s ICMPv6

: Removed entirely to reduce processing time at

: Allowed, but outside of header, indicated by

: New version of ICMP

Other changes from IPv4

each hop

“Next Header” field

LI

[\

» additional message types,
e.g. “Packet Too Big”

» multicast group management functions
4-79

files/2013/05/IPv6-IPvdcoexistence.jpg

IPv6

IPv6 IPv6 IPv6
S —_EEe—S&St—E

Transitioning from IPv4 to IPv6

Flow: X
Source: A
Dest: F

data

A to B: IPv6

Source: A Source: A Flow: ??
Dest: F Dest: F Source: A
Dest: F
data data
data
B to C: IPv4 D to E: IPv4 E to F: IPve

Figure: A dual-stack approach

m @ Dec 2020
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~  Solution =
Logical view - LY N N\g
IPv6 IPv6 IPv6 IPv6
O T i T
Physical view
IPv6 IPv6 IPv4 IPv4 IPv6 IPv6
= = = =
GG S O— 5 O Oy
Flow: X Source: B Source: B Flow: X
Source: A Dest: E Dest: E Source: A
Dest: F Dest: F
Flow: X Flow: X
Source: A Source: A
data Dest: F Dest: F data
A to B: IPv6 E to F: IPv6
data data
Bto C: IPv4 D to E: IPv4 . X .
(encapsulating IPv6) (encapsulating IPv6) Figure: Tunneling

~ Recap =
. . . o~ ;
Routlng aIgonthmg -~
determine values in
fOI'WaI'dlng tables- Local forwarding table
header value |output link
« Typically, a host is ol01 |2
attached directly to a 0011 —

default router L1

(first-hop router). Value in arrving %
S

packet’s header

0111] =

» The default router:

e source router
« destination router. —- %

Q: How to route a packet 1]

from source router to

destination router? Figure: Interplay between routing algorithms
; and forwarding tables

m @ Dec 2020 41
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Routing algorithms classification

[ Classification @ }

Decentralized
Routing Algorithm
+ All routers have complete ~ + router knows physically-
connectivity, link cost connected neighbors, link costs
information. to neighbors.

» iterative process of computation,
exchange of info with neighbors.

Link-State (LS) Distance-Vector (DV)

4-83

Routing algorithms classification

[ Classification @ ]

Static
Routing Algorithm

- routes change slowly over « routes change more quickly
time when link cost / topology

+ Often as a result of changes:
human intervention = periodic update
(manually edit forwarding = in direct response
table)

4-84
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K3
X3

3

K3
o

K3
o

The Link-State (LS)

Dijkstra’s Algorithm

Network topology, link
costs known to all nodes

= accomplished via “link
state broadcast”

= all nodes have same
information

Computes least cost paths from one node
(example: “source” as u) to all other nodes (v, w, x, y and z)

= gives forwarding table for that node u

Iterative: after k iterations, know least cost path to &

destination nodes e

-
1

= 15 until N'= N

The Link-State (LS)

Dijkstra’s Algorithm

Initialization:
N’ = {u}
for all nodes v
if v is a neighbor of u
then D(v) = c(u,v)
else D(v) = oo

0N WN

Loop

9 find w not in N’ such that D(w) is a minimum

10 add w to N’

11 update D(v) for each neighbor v of w and not in N’:

12 D(v) = min( D(v), D(w) + c(w,v) )
13 /* new cost to v is either old cost to v or known
14 least path cost to w plus cost from w to v */

Notation:
c(x.y) : link cost from node x to y; = = if not direct neighbors
D(v) : current value of cost of path from source to destination v
p(v)  : predecessor node along path from source to v
N' : set of nodes whose least cost path definitively known 4-86
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4- The Link-State (LS)

Dijkstra’s Algorithm

Example:

Routers in nodes u, v, w, x, y
and z have been assigned with
link cost value as stated in the
diagram.

(a) Construct table least cost
paths from node « to node z
» construct shortest path
tree by tracing
predecessor nodes
(b) Computes least cost paths
from node u to node z
(c) Produce forwarding table
for node u

4-87

Solution:

4 The Link-State (LS)

Dijkstra’s Algorithm

(a) Construct table least cost paths
from node u to node z
» construct shortest path tree by
tracing predecessor nodes

D(v) = min(link cost for possible route nodes p(v))
=min(D(v),D(x) +c(x,v))
=min{(2,u),(1+2,x)}
=min{(2,u),(3,x)} =2,u

step. N' 1 D(v),p(v) Dw),p(w) D(x),p(x) D(y),p(y) D(2),p(z)
0 u : 2.u S,u 1,u ed e
1 ux - 2.u 4,x - 2,x 0
2 uxy 2,u 3y - - 4,y
3 uxyv - 3,y - - 4,y
4 Uxyvw - - - - 4,y
5 uxyvwz - - - - -

02/12/2020
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4.

-y
: Self-Test =
~ oo
Try to complete the table if router v is
chosen instead of router y at step 1.

The Link-State (LS)

Dijkstra’s Algorithm

step N D(v),p(v) D(w),p(w) D(x),p(x) D(y),p(y) D(z),p(z)
0 u 2.u S,u lLu o o

1 ux 2,u 4,x - 2,x o0

2

3

4

5

4.

(b) Computes least cost paths from
node u to node z

The Link-State (LS)

Dijkstra’s Algorithm

step N D),p(v) D(w),p(w) D(x),p(x) D(y),p(y) D(z),p(z)
0 u 2,u S5,u 1, u o0 o
1 ux 2.u 4,x - 2,x o0
2 uxy 2,u 3,y - - 4,y
3 uxyv - 3,y - - 4,y
4 uxyvw - - - - 4,y
5 uxyvwz - - -

m @ Dec 2020

02/12/2020

45



SECR1213 Network Communication

m @ Dec 2020

4

(b) Computes least cost paths from
node u to node z

(c) Produce forwarding table for
node u

The Link-State (LS)

Dijkstra’s Algorithm
LW
2
1
1 2
—
Destination  Link Least
(next u) cost
v (u, v) 2
w (u, x) 3
x (u, x) 1
y (u, x) 2
z (u, x) 4

Network Layer 4-92
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Routers in nodes u, v, w, x, y
and z have been assigned with
link cost value as stated in the
diagram.

(a) Construct table least cost
paths from node z to node u
» construct shortest path
tree by tracing
predecessor nodes
(b) Computes least cost paths
from node z to node u
(c) Produce forwarding table
for node z

Dijkstra’s Algorithm

Routers in nodes 4, B, C, D, E
and I have been assigned with
link cost value as stated in the
diagram.

(a) Construct table least cost
paths from node 4 to node
F using Dijkstra’s algorithm

(b) Draw least cost paths from
node A4 to node F

(c) Produce forwarding table
for node 4

02/12/2020
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Routers in nodes 4, B, C, D, E,
and F have been assigned with
link cost value as stated in the
diagram.

(a) Construct table least cost
paths from node D to node
H using Dijkstra’s algorithm

(b) Draw least cost paths from
node D to node H

(c) Produce forwarding table
for node D

https.//i.stack.imgur.com/bcz2a jpg

Routers in nodes 4, B, C, D, E,
F, G and H have been assigned
with link cost value as stated in
the diagram.

(a) Construct table least cost
paths from node D to node
H using Dijkstra’s algorithm

(b) Draw least cost paths from
node D to node H

(c) Produce forwarding table
for node D

http://s3.amazonaws.com/answer-board-image/6bfef7b5-05b9-4210-afb5-712510e57a37 jpeg
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4— The Distance Vector (DV)

Bellman-Ford

Key idea:

« from time-to-time, each node sends its own distance vector
estimate to neighbors

« when x receives new DV estimate from neighbor, it updates
its own DV using B-F equation:

Bellman-Ford equation (dynamic programming)
let d _(y) - cost of least-cost path from x to y

then d_ (y)=min {c(x,v)+d, (y)} foreachnode yEN
| | |

min taken over all cost to
neighbors v of x neighbor v

cost from neighbor v
to destination y

4-97

4— The Distance Vector (DV)

Bellman-Ford

d.(y)=min {c(x,v)+d, (y)}

= under minor, natural conditions, the estimate d_(y)
converge to the actual least cost d_(y)

4-98
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4— The Distance Vector (DV)

Example: Bellman-Ford
Neighbor to « are v, x, and w;

1 ) I dv Z 1
e LD - Sy
O ‘I - 42— -0
D de ]
4— The Distance Vector (DV)

Bellman-Ford

Clearly, d (z)=5, d.(2)=3, d, (2)=3

O i
O “ D) - 2290
e = S

4-100
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4.

Clearly, d (z)=5, d.(2)=3, d (2)=3

B-F equation says:

d (z)=min{c(u,v)+d (2),
c(u,x)+d,(2),
=min{2 +35,
1+3,
5+3}
=min{7,4,8} =4

The Distance Vector (DV)

Bellman-Ford

4-101

Example:

Neighbor to u are x, v, and w;

Clearly, d (z)=5, d.(2)=3, d, (2)=3

B-F equation says:

d (z)=min{c(u,v)+d (2),
c(u,x)+d (2),
c(u,w)+d (2)}
=min{2 +35,
143,
5+3}
=min{7,4,8} =4

The Distance Vector (DV)

Bellman-Ford

Node achieving minimum is
next hop in shortest path,
used in forwarding table.

4-102
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Calculate the cost from z to u by
using the Bellman-Ford algorithm.

Exercise 4.10

Calculate the cost from x to w by
using the Bellman-Ford algorithm.
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Exercise 4.11

Using the Bellman-Ford algorithm
to calculate the cost from:

(a)Ato F

(b) Bto E

(c) Fto B

http://wwwd.ncsu.edu/~chou/course/Diagrams/distance-vector.gif

Using the Bellman-Ford algorithm
to calculate the cost from:

(@)Ato F
(b) Bto C
(c) Fto B

https:/Ji.stack.imgur.com/bez2ajpg
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Exercise 4.13

Using the Bellman-Ford
algorithm to calculate the
cost from:

(@) Dto E
(b) Dto H
(c)Hto B
(d) FtoD
(e)Ato E

http://s3.amazonaws.com/answer-board-image/6bfef7b5-05b9-4210-afb5-712510e57a37.jpeg

4 The Distance Vector (DV)

Computations & Update Generation

Iterative, Asynchronous: Each node:

Each local iteration caused by: Wait for (change in local

- local link cost change link cost or message
- DV update message from from neighbor)

neighbor

Recompute estimates

Distributed:
Each node notifies neighbors if DV to any destination
only when its DV changes has changed,
> neighbors then notify their Notify neighbors

neighbors if necessary

4-108
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The Distance Vector (DV)

1 Initialization:

2 for all destinations y in N:

3 D .(y) = c(X,y) /* if y is not a neighbor then c(x,y) = e */
4 for each neighbor w

5 D,(y) = ? for all destinations y in N

6 for each neighbor w

7 send distance vector D, = [D,(y): y in N] to w

8

9 loop

10 wait (until I see a link cost change to some neighbor w or

11 until I receive a distance vector from some neighbor w)
12

13 for each y in N:

14 D,(y) = min {c(x,v) + D (y)}

15

16 if D (y) changed for any destination y

17 send distance vector D, = [D,(y):
18

19 forever

y in N] to all neighbors

Figure: DV algorithm at each node, x

4-109

Node x table Updated Router x
cost to cost to ==l Distance Vector (DV)
| xy z | xy z | xy z
e X X X ‘9\ 2 3
2N 1
g y y y N
z z z 31 K
Node y table
cost to cost to
| xy z | x y 2z N
X | o o e x| 02 Symmetric Diagonal
g y y 20
B z z 71
N Symmetric Diagonal
Node z table
cost to
| I
X X
§v y
= 2 z
R —— o Di
Tuk Symmetric Diagonal 4-110
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from
N < M

Cost from x to y:

D, (y) = min{c(x,y)+ D (y),
c(x,2)+D,(y)}
=min{2+0,7+1}
=min{2,8} =2

Cost from z to x: Cost from y to z:
D_(x)=min{c(z,x)+ D, (x),
c(z,y)+D,(x)}
=min{7+0,1+2}
=min{7,3} =3

Exercise 4.14

(™)

Answer the questions based on the figure /\\

and the table with some values that /'

constructed by Bellman-Ford algorithm. @4 @
5 5 7

(a) Calculate the cost at w, x and y. g@{ @

(b) Proof the cost in the blue shaded cells.
cost to

c) Calculate the cost at z.
© , ‘ A B C D E F G
Justify your answer. N
B X
NE
Ep 13
E 9
F 11
G| z

http://homepages.herts.ac.uk/~comgrgd/docs/network-notes/network-notes-img31.png
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4— Hierarchical Routing

Our routing study thus far - idealization
+ all routers identical

+ network “flat”

... hot true in practice

Reason 1 Reason 2
Scale: with 600 million Administrative autonomy
destinations: + internet = network of
+ can’t store all destination’s in networks
routing tables! + each network admin may
+ routing table exchange would want to control routing in
swamp (flood) links! its own network

4-113

4— Hierarchical Routing
(Solution)
+ Aggregate routers into Gateway router:
regions, “Auto”nomous + at “edge” of its own AS
Systems (AS) » Has link to router in another
AS
» Routers in same AS run
same routing protocol
= “intra-AS” routing Q: How to Update
protocol Forwarding
= routers in different AS Table Content in
can run different intra- “Autonomous System
AS routing protocol (AS)” router ?
4-114
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4— Hierarchical Routing

Interconnected ASs

AS1

: . algorithm algorithm
+ Forwarding table configured by

Forwarding

both intra- and inter-AS routing table
algorithm:

= intra-AS sets entries for internal destinations
= inter-AS & intra-AS sets entries for external destinations 4115

Intra-AS Routing

» also known as Interior Gateway Protocols (IGP)
. Most common intra-AS routing protocols:

Routing Protocols
- 1
| I I

e T

OSPF: Open IGRP: Interior Gateway

Shortest Part Routing Protocol

(Distance Vector)  First (Link State)  (Distance Vector with
Link State property)

[ Intra-AS }

4-116
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Inter-AS Routing

BGP (Border Gateway Protocol): the de facto inter-domain
routing protocol. It is based on “path vector routing “ (different
from Distance Vector (DV) and Link-State (LS))

= “glue that holds the Internet together”

- BGP provides each AS a means to determine “good” routes
to other networks based on reachability information and policy

l BGP Sessions ]

|

Propagate reachability
information to all AS-

Obtain subnet
reachability information

from neighboring ASs.

internal routers.

Inter-AS Routing

Key: @

== == = eBGP session 1d
...... iBGP session

Figure: eBGP and iBGP sessions

m @ Dec 2020
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Intra-AS Routing

- Deliver packets from source to all other nodes
+ Source duplication is inefficient:

Figure: (a) Source-duplication versus (b) in-network duplication

4-119

Intra-AS Routing

Source duplication: How does source determine
recipient addresses?
(through in-network duplication)

Uncontrolled Controlled Flooding: Spanning tree:
Flooding: node only broadcasts packet ¢ no redundant
when node if it has not broadcast same packets
receives broadcast  packet before received by
packet, sends copy * node keeps track of packet any node
to all neighbors id already broadcasted
» problems: cycles <« Or Reverse Path
& broadcast Forwarding (RPF): only
storm forward packet if it arrived
on shortest path between
node and source 4120

02/12/2020
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Multicast Routing Algorithms

Problem statement

Goal: Find a tree (or trees)
connecting routers that
having local multicast
group members

+ Tree: not all paths
between routers used

— Shared-tree:
same tree used by all
group members

— Source-based:
different tree from each
sender to receivers

Figure: Multicast hosts, their attached routers, and other routers 4121
4— Multicast Routing Algorithms
Tunneling

Q: How to connect “islands” of multicast routers in a “sea” of
unicast routers?

o= B

Physical topology Logical topology

multicast datagram encapsulated inside “normal” (non-
multicast-addressed) datagram

normal IP datagram sent thru “tunnel” via regular IP unicast to
receiving multicast router (recall IPv6 inside IPv4 tunneling)

receiving multicast router un-encapsulates to get multicast
datagram 4122

K3
g

K3
g

K3
g
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4.1 Introduction 4.5 Routing algorithms
4.2 Virtual Circuit and » Link State, Distance
Datagram Networks Vector, Hierarchical

4.3 What's inside a router? routing

4.4 IP: Internet Protocol 4.6 Routing in the Internet

= datagram format, IPv4 * RIP, OSPF, BGP
addressing, DHCP, 4.7 Broadcast and multicast

ICMP, NAT, IPv6 routing

+ Understand principles behind network layer services:

= network layer service models, forwarding versus routing how
a router works, routing (path selection), broadcast, multicast

- Instantiation, implementation in the Internet
4-123
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