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Introduction 

 

 In this project, after conducting the survey on Project 1, we want to observe the 

accuracy and consistency of data collected. These were done by using various methods. First 

is hypothesis testing with two samples. For this method, we tested the hypothesis of the average 

time for male gender spent on sports activities is higher than female. The next method is 

correlation analysis. This method is used to measure of the statistical relationship between two 

comparable variables or quantities(bivariate data).  We also used regression analysis. From 

both of these method, we gathered and compared the relationship between cost spent on sport 

activities and time spent on sport in a session. Goodness of fit test is to test the hypothesis that 

the observed proportion claim that the number of respondent from different college are same. 

Chi Square Test were used to show if a relationship exists between the number of student 

spending their time in sport for a week claim that the average time spent on spot for the student 

is independent on the college they live. Last but least, we used ANOVA to test the significant 

difference between means. In this case, we compared 3 colleges which are KTDI, KTF and 

KTHO and relate them to the average time spent on sport activities. 

Hypothesis 2 Samples 

 

The average amount of time males spend playing sports each day is believed to be 

greater than female. An experiment is done; data is collected and resulting in the table 

below. 

 

 Sample Size Standard Deviation Average Time Spent 

Per Week (Mean) 

Male 34 4.969 8.2647 

Female 26 3.213 4.6154 

 

Conduct a hypothesis test at the 5% level of significant to test the claim.  

Solution:  

H0: µ1 - µ2 = 0;8.8.26 
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H1: µ1 > µ2. We want to reject H0 if the average amount of time males spend playing 

sports each day is greater than female. 

 

Given, α = 0.05. The test statistic is 

Z0 =      x̅1 - x̅2 - 0 

δ2
1 + δ2

2  

            n1     n2 

where δ2
1 = (4.969)2 = 24.70 and δ2

2 = (3.213)2 = 10.32 , n1 = 34 and n2 = 26 ,  

Z0.05 = 1.645 

Reject H0 if Z0 > Z0.05 = 1.645 

Computations: Since x̅1 = 8.2647 and x̅2 = 4.6154, we have 

 

Z0 =    8.2647 – 4.6154 – 0 

             24.70 + 10.32 

               34         26 

   = 3.44 

Conclusion: Since Z0 = 3.44 > 1.645, we reject H0 at the level 0.05 level and conclude 

that there is sufficient evidence to support that average amount of time males spend 

playing sports each day is greater than female. 
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Correlation 

The data used to measure the relationship between variables:  

x = Time spent on sport in a session (hour(s)) 

y = Cost spent on sport activities (RM)  

x y x2 y2 x.y 

2 20 4 400 40 

1 50 1 2500 50 

2 10 4 100 20 

1 10 1 100 10 

1 10 1 100 10 

2 5 4 25 10 

2 10 4 100 20 

3 100 9 10000 300 

3 10 9 100 30 

2 10 4 100 20 

3 20 9 400 40 

1 10 1 100 10 

1 0 1 0 0 

2 5 4 25 10 

2 5 4 25 10 

2 10 4 100 20 

2 10 4 100 20 

3 10 9 100 30 

1 20 1 400 20 

2 20 4 400 40 

2 10 4 100 20 

2 0 4 0 0 

2 10 4 100 20 

2 20 4 400 40 

2 50 4 2500 100 

3 5 9 25 15 
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1 20 1 400 20 

2 20 4 400 40 

2 30 4 900 60 

1 30 1 900 30 

3 0 9 0 0 

2 5 4 25 10 

1 8 1 64 8 

4 20 16 400 80 

2 10 2 100 20 

1 3 1 9 3 

3 50 9 2500 150 

2 0 4 0 0 

5 4 25 16 20 

4 50 16 2500 200 

3 5 9 25 15 

5 3 25 9 15 

4 200 16 40000 800 

3 0 9 0 0 

1 15 1 225 15 

2 2 2 4 4 

3 10 9 100 30 

3 2 9 4 6 

3 5 9 25 15 

1 50 1 2500 50 

2 9 4 81 18 

2 7 4 49 14 

2 500 4 250000 1000 

4 20 16 400 80 

3 30 9 900 90 

2 50 4 2500 100 

2 100 4 10000 200 

4 20 16 400 80 
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CODING CORRELATION: 
 
> x<-c(2,1,2,1,1,2,2,3,3,2,2,1,1,2,2,2,2,3,1,2,2,2,2,2,2,3,1,2,2,1,3,2,1,4
,2,1,3,2,5,4,3,5,4,3,1,2,3,3,3,1,2,2,2,4,3,2,2,4,2,2) 
> y<-c(20,50,10,10,10,5,10,100,10,10,20,10,0,5,5,10,10,10,20,20,10,0,10,20
,50,5,20,20,30,30,0,5,8,20,10,3,50,0,4,50,5,3,200,0,15,2,10,2,5,50,9,7,500
,20,30,50,100,20,20,5) 
> cor(x,y) 
[1] 0.0437979 
> plot (x, y, xlim = c(0,50),ylim = c(0,5), xlab = "Time spent on sport in
 a session (hour(s))", ylab = "Cost spent on sport activities (RM)") 
 

SCREENSHOT CODING: 
 

 
 
 

 
From the table, we can substitute the data into the formula below: 

2 20 4 400 40 

2 5 4 25 10 

Σ = 137 Σ = 1743 Σ = 367 Σ = 334161 Σ = 4128 
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Where, 

 n = 60 

 Σx = 137  

 Σy = 1743 

 Σx2 = 367  

 Σy2 = 334161 

 Σxy = 4128 

and we get: 

 r =   4124 – (137) (1743) / 60 

    [(367) – (137)2 / 60] [(334161) – (1743)2 /60]  

   =  144.15 

           15361484.73 

   =  0.00000938 

The conclusion we get from the calculation is that r = 0.00000938, it is relatively weak 

positive linear association between the cost spent on sport activities and the time spent on 

sport in a session. 
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Regression 

 

 

 
Figure above shows the cost spent on sport activities against the number of hours spent on one sport session. 

 

In figure above, the simple regression analysis introduced. This regression model is a linear 

regression model. The number of hours spent on one sport session used as independent 

variable, 𝑥 and the cost spent on sport activities used as dependent variable, 𝑦. Firstly, the 

sample regression line equation need to be obtained. The sample regression line equation, 

ŷ =  𝑏₀ +  𝑏₁ 𝑥 , where 

ŷ = Estimated y value 

𝑏₀ = Estimate of the regression intercept 

𝑏₁ = Estimate of the regression slope                                          𝑥 

 𝑥 = Independent variable 

 

The value of 𝑏0  and 𝑏₁  can be calculated using the equation, 𝑏0 = 𝑦̅ − 𝑏1𝑥̅ , and  

 𝑏1 =
∑𝑥𝑦−

∑𝑥∑𝑦

𝑛

∑𝑥2−
(∑𝑥)²

𝑛

 . In our statistic analysis, we use SPSS to calculate the sample regression line 

equation and obtain the result as  𝑦 = 22.09 + 3.07𝑥. From the equation, we can conclude 
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that the variation of number of hours spent on one sport session, 𝑥 will affect the cost spent 

on sport activities, 𝑦.  

 

The value of 22.09 corresponding to 𝑏₀ represent the estimated average value of cost spent on 

sport activities is 22.09 when number of hours of spent on one sport session is 0. The value of 

3.07 which corresponding to 𝑏₁ represent that the estimated change in the average value of 

cost spent on sport activities will be increased by 3.07 when the number of hours spent on 

one sport session is increased by 1. 

 

From figure above, we can also calculate the value of coefficient of determination, 𝑅² which 

used to indicate the linear relationship between the cost spent on sport activities and the 

number of hours spent on one sport activity. The value 𝑅² calculated using SPSS showed a 

value of 0.002. Therefore, we able to prove that 0.2% of the variation in the cost spent on 

sport activities is explained by variation in the number of hours spent on one sport session by 

the students. 
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Goodness Of Fit Test 

 

 

 

Goodness of fit test is used to test the hypothesis that the observed proportion claim that the 

number of responden from different colleges are same at a significant level of 0.05. The 

expected value will then be calculated by using data of observed proportion. The null 

hypothesis and the alternative hypothesis is as follow: 

 

H0 : The proportions for the number of responden from different colleges is the same  

H1 : At least one of the proportions for number of responden from different colleges are 

different from others. 

Since expected value is the same, the value of expected proportion can be calculated by using 

the formula of mean, 𝐸𝑖 =
𝑛

𝑘
  where k is sample size and n is number of category.  The 𝐸𝑖 is 

then calculated with n=60 and k=10, thus 𝐸𝑖 = 6. The chi-square result is then calculated by 

using Rstudio with 𝐸𝑖 = 6.65 by the test statistic, X2 formula: 

 

𝑋2 =  
(𝑂𝑖−𝐸𝑖)2

𝐸𝑖
  

From the result of Rstudio, the X2 =25. The critical value then can be found in the Chi-

Square Distribution table with degree of freedom=9, and significant level of 0.05. The critical 

value is found to be approximately equal to 16.919. Since the test statistics falls within the 

critical region, then we reject the null hypothesis. Hence, we have enough evidence to reject 

that The proportions for the number of responden from different colleges is the same. 
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Chi-Square 

Chi-Square Test for k proportions 

Chi-Square Test is used to test the hypothesis where the observed proportion for the number 

of student spending their time in sport for a week claim that the average time spent on spot 

for the student is independent on the College they live at a significance level of 0.05. The 

observed frequency is then compared with the expected values where we can calculate it by 

using observed data. The null hypothesis, H0 and alternative hypothesis, Ha are as follow: 

H0 : The time spent in spot for the student is independent to the college they live. 

Ha :  The time spent in spot for the student is dependent to the college they live. 

 

 

 

 

 

 

 

 

 

 

Figure show the calculation of the Chi-Square test obtained by the RStudio. 

 

From the calculation made by the RStudio, the value of Chi-Square is obtained which is equal 

to 9.4009. The Chi-Square value can also be double checked by adding all the multiple of 

each column and row number per total sample size. The critical value of this data can be 

obtained by using Chi-Square Distribution table, with degree of freedom (10-1)(2-1) and the 

significance level of 0.05(two-tailed). The critical value is then found to be approximately 

equal to 2.262. Since the Chi-Square value is greater than the critical value or fall within the 

critical region. Then, we can conclude that there is sufficient evidence to reject that the time 

spent in spot for the student is independent to the college they live. 



14 
 

ANOVA 

 

]  

ANOVA method of testing is used to determine the equality of  3 or more population means  

for testing the significant differences between means by analyzing sample variances. By 

using One-way ANOVA with equal sample, we assume that the population have normal 

distribution, variance and the samples are random and independent of each other. Figure 

show the average time of students spent in the sport from different colleges. The dataset is 

distributed into 3 different colleges where is KTDI, KTF and KTHO. We use the 0.05 

significant level to test the null hypothesis that the average spent on sport by different college 

student has the same mean. The null hypothesis and alternative hypothesis is as below: 

H0 : µ1 = µ2 = µ3  

H1 : at least one mean is different  
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Test statistic, F is calculated using Rstudio and the formula is as below: 

𝐹 =  
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑎𝑚𝑝𝑙𝑒 (𝑛𝑆

2
𝑥)

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑤𝑖𝑡ℎ𝑖𝑛 𝑠𝑎𝑚𝑝𝑙𝑒 (𝑆𝑝
2)

 

 

By using this formula, the variance between sample is calculated which is 0.467, while 

variance within sample is 6.167. Then test statistic, F=0.0757. The numerator, k-1=3-1=2, 

while the denominator, k(n-1)=3(5-1)=12, then F(2,12)=0.0757. The critical value of F with α 

=0.05 from F-distribution table is F (2,12) = 3.885. Since F test statistic < F critical value (0.0757 < 

3.885), the test statistic does not fall within the critical region, therefore we fail to reject the 

null hypothesis. There is sufficient evidence to claim that the average time spent on sport by 

different colleges have the same mean. 

Conclusion 

 

 In conclusion, from this project, we learnt more about analysis of data. There are a lot 

of method we can use to obtain similar result. Learning all the methods is important for us not 

only during our studies in university but also in the future. Diving into software like SPSS, 

RStudio and many more, we now knew the functions they have for our future references. 

Mastering such software can benefit and prepare us in our future workplace. 

 

 

 

 


