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BACKGROUND OF 
STUDY

IN
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O
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• Chronic Kidney Disease (CKD) is a global health issue associated with 

increasing morbidity and mortality rates, and it is linked to other illnesses 

such as cardiovascular disease (Rady & Anwar, 2019; Almansour et al., 

2019). 

• Risk factors for CKD, including diabetes, hypertension, and poor lifestyle 

choices, are prevalent in the Malaysian population (Bin Abdul Ghafar et al., 

2022). 

• Early detection of CKD is crucial as it develops slowly and can lead to 

complications such as hypertension, anemia, nerve damage, and 

weakened immune system (Rajeshwari & Yogish, 2022). 

• Machine learning algorithms, particularly Support Vector Machine (SVM), 

have shown effectiveness in classifying and predicting common diseases, 

including CKD (Rady & Anwar, 2019; Almansour et al., 2019; Bin Abdul Ghafar 

et al., 2022; Rajeshwari & Yogish, 2022).
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Previous approaches to CKD 
prediction using traditional 

methods and clinical judgment 
have limitations, including biases, 

errors, and high costs (Tekale et al., 
2018).

The availability of electronic health data 
has spurred interest in advanced 

computational technologies, such as 
Support Vector Machine (SVM), for 

developing more reliable and 
sophisticated CKD prediction models 

(Sharma & Kaur, 2022).

Chronic Kidney Disease (CKD) lacks 
early clinical symptoms, leading to 
delayed detection and treatment 

(Zhou et al., 2022).

CKD imposes a significant financial burden 
on economies and healthcare systems, 
particularly with expensive and complex 

renal replacement therapy for End-Stage 
Renal Disease (ERSD) (Shanthakumari & 

Jayakarthik, 2021).

BACKGROUND OF STUDY

PROBLEM BACKGROUND



PROBLEM STATEMENT

• Investigating the causes of 

early-stage Chronic Kidney 

Disease (CKD) and 

evaluating the effectiveness 

of machine learning in CKD 

prediction.

• Ensuring early detection and 

treatment of CKD to prevent 

the disease and improve 

patient outcomes

• Improving the accuracy and 

assessment of the proposed 

SVM-based method by 

incorporating evaluation 

metrics such as Accuracy, 

Recall, Precision, and F1 Score. 

This ensures a comprehensive 

evaluation of the model's 

performance in predicting 

early-stage CKD.
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ISSUES PROPOSED 
SOLUTIONS

PROBLEM

• Utilizing the Support Vector 

Machine (SVM) algorithm to 

accurately predict the 

factors associated with 

early-stage CKD and 

determine if SVM can be a 

reliable tool for early-stage 

CKD prediction.



R01

R03

R02To develop model for Chronic Kidney Disease (CKD) using Support Vector 

Machine (SVM).

To study and identify the important features of early-stage Chronic Kidney 

Disease (CKD) and the performance of machine learning in the prediction 

of Chronic Kidney Disease (CKD). 

RESEARCH OBJECTIVES

To evaluate the early-stage Chronic Kidney Disease in Support Vector

Machine (SVM) based on Accuracy, F1-Score, Correlation Coefficients and

Mean Absolute Error (MAE).

6
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RESEARCH SCOPE

consists of 25 features for 

400 people in which 11 and 

14 features are numerical 

and categorical 

respectively. 

Python Programming 

language will be utilized to 

design and develop the 

algorithm. 

Kaagle “Chronic Kidney 

Disease Dataset” and 

“Chronic Kidney Diseases 

Prediction”

Support Vector Machine 

(SVM)

DATASET FEATURES PROGRAMMING 
LANGUAGE

MACHINE LEARNING 
CLASSIFIER

SOURCES
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LITERATURE REVIEW

Related Works Key Findings

Gupta et al. (2020) Decision Trees, Logistic Regression, SVM, and Random Forest

achieved accuracies consistently above 90%, except for KNN.

Pankaj Chittora et al. (2021) Linear SVM (LSVM) achieved highest accuracy of 98.46% among

multiple classifiers for CKD prediction.

Rajeshwari and Yogish
(2022)

Compared SVM, Random Forest, Decision Tree, and Naïve Bayes;

Random Forest attained highest accuracy of 98.75% on a dataset

with 14 columns and 400 rows.

Ghafar et al. (2022) SVM achieved 93.5% accuracy in CKD prediction; suggested

potential accuracy improvement through dataset augmentation.

Table 1: Comparative performance between related works
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LITERATURE REVIEW

• Almansour et al. (2019) stated that the accuracy 

decreased due to fewer features where initially SVM 

produced a greater accuracy but ANN outperformed 

SVM with just two features. 

• Therefore, this paper will compare various feature 

selection techniques based on the number of features 

and different train-test splits to determine which 

technique achieves better accuracy with SVM.

• There will also be an identification of important 

features, aiding in earlier detection of its often 

asymptomatic symptoms. 
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METHODOLOGY

RESEARCH 

FRAMEWORK
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METHODOLOGY (DATASET)

CRITERIA VALUE

Dataset Size 400 instances/samples

Patient Type • Chronic Kidney Disease Patient (250 instances)

• Unaffected Patient (150 instances)

Attributes 25 (24 numerical and 1 class attribute)

Data Collection sources Measurement data from blood and urine tests, as well as survey 
responses

Table 2 Criteria of Dataset
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METHODOLOGY

Hardware

8 GB 
Memory

macOs 
Ventura 

13.0
Apple M2 

Chip
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METHODOLOGY

13

02

01

03

04

01. Visual Studio Code

02. Jupyter Notebook

. 

04. Microsoft Word 2019

03. Microsoft Excel 2019

Software
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METHODOLOGY

EXPERIMENTAL SETUP 
AND DESIGN
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METHODOLOGY
Data Pre-processing

Checking 
Missing 
Value

Data 
Cleaning Outliers Data 

Balancing
Data 

Normalization
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Before Data Pre-processing

After Data Pre-processing
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METHODOLOGY
Mutual Information
• Mutual information measures information 

shared between variables, capturing linear 

and nonlinear associations.

• It considers joint and marginal distributions, 

providing a comprehensive understanding of 

variable relationships.

• Mutual information aids in feature selection, 

identifying important features for prediction or 

classification tasks.

Figure 4.2: Bar Graph of the Mutual Information Score of various 
features
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METHODOLOGY
Feature Selection
• Feature selection is a method used to choose 

relevant traits for a classification task.

• There are 4 feature selection methods that 

have been applied in this study to identify the 

important feature

1. Chi-Square

2. RFE

3. RFE-CV

4. Tree-Based

Table 5.1 Top Feature selected by different feature selection 

methods
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METHODOLOGY

Data Splitting
• Data splitting involves dividing a dataset into 

training and test sets for machine learning.

• The training set is used to train models, while 

the test set evaluates model performance on 

unseen data.

• The dataset is split into X_train, y_train, X_test, 

and y_test subsets before feature selection 

techniques are applied.

Training set
Testing Set set to 0.1 or 

10% 

set to 0.9 or 
90% 

Parameter Settings

Model SVC

Kernel Linear

Random State 42

SVM Classifier (Linear 
SVM)
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METHODOLOGY
Support Vector Machine

• Support Vector Machines (SVM) is a popular 

supervised learning approach used for 

classification and regression tasks. 

• It is effective in handling categorization 

problems, works well in high-dimensional 

spaces, has efficient memory usage, and can 

utilize custom kernels for non-linear data.

Research
Prediction 

Model

Result

Accuracy Precision Recall
F1-

Score
(AlMansour 

et al., 2019)

SVM 0.9775 0.982 0.964 1.000

Preliminary 

Result using 

parameter 

setting 

AlMansour et 

al., 2019

SVM 0.700 0.700 1.000 0.824

Table 4.12 Past Research and Preliminary Result using top 12 
features



RESULTS AND DISCUSSION
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• Njoud Abdullah Almansour et al. (2019) found that using the top 12 

features achieved the highest accuracy of 97.75% for CKD 

prediction.

• This research compares subsets of 6, 10, 12, and 14 features using 

various feature selection methods.

• RFE-CV identified 10 optimal features through iterative cross-

validation, aiming to enhance model accuracy and mitigate 

overfitting.

• Selected features like Hypertension, Diabetes Mellitus, Albumin, and 

Specific Gravity consistently emerged as critical predictors across 

Chi-Square, RFE, RFE-CV, and Tree-Based methods.

Table 5.1 Top Feature selected by different feature 

selection methods



RESULTS AND DISCUSSION
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Figure 5.1 Comparison of Average Performance Metrics for 

Different Numbers of Features with a 60:40 Train-Test Split for 

Predicting CKD.

• The best approach is Recursive Feature

Elimination (RFE) with six features,

q the lowest Mean Absolute Error

(MAE) of 0.2181

q a high Pearson correlation value

of 0.8333,

q the highest Spearman rank-order

correlation coefficient of 0.863.

Results of SVM Regression
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Figure 5.2 Comparison of Average Performance Metrics for 

Different Numbers of Features with a 70:30 Train-Test Split for 

Predicting CKD.

• The best approach is Recursive Feature

Elimination (RFE) with six features,

q Mean Absolute Error (MAE): 0.2211

q Pearson Correlation Coefficient:

0.8254

q Spearman Rank-Order

Correlation: 0.8635

Results of SVM Regression



RESULTS AND DISCUSSION
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Figure 5.3 Comparison of Average Performance Metrics for 

Different Numbers of Features with a 80:20 Train-Test Split for 

Predicting CKD.

• The best approach is Recursive Feature

Elimination (RFE) with six features,

q Mean Absolute Error (MAE): 0.2137

(lowest value)

q Pearson Correlation Coefficient:

0.8388

q Spearman Rank-Order

Correlation: 0.8612

Results of SVM Regression
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Figure 5.4 Comparison of Average Performance Metrics for 

Different Numbers of Features with a 90:10 Train-Test Split for 

Predicting CKD.

• The best approach is Recursive Feature

Elimination (RFE) with ten features,

q Mean Absolute Error (MAE): 0.2151

q Pearson Correlation Coefficient:

0.8504

q Spearman Rank-Order

Correlation: 0.8655

Results of SVM Regression



RESULTS AND DISCUSSION

Methods Features Train-Test 
Split

Pearson 
correlation 
coefficient

Spearman 
rank-order 
correlation 
coefficient

Mean Absolute 
Error

RFE 6 60:40 0.8333 0.8630 0.2181

RFE 6 70:30 0.8254 0.8635 0.2211

RFE 6 80:20 0.8388 0.8612 0.2137

RFE 10 90:10 0.8504 0.8655 0.2151

• RFE consistently performs well across different train-test splits and feature counts.

• The optimal configuration varies slightly with the split ratio, with RFE (10 features)

performing best for the 90:10 split in terms of Pearson and Spearman correlations and

MAE

Results of SVM Regression
Table Summary Comparison of Average Performance Metrics for Different Numbers 

of Features with different Train-Test Split for Predicting CKD.
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RESULTS AND DISCUSSION
Results of SVM Prediction Model

Figure 5.6 Comparison of RFE Methods Based on Average Accuracy and F1-

Score with different feature counts and Train-Test Splits.
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RESULTS AND DISCUSSION
Results of SVM Prediction Model

Method Features Train Test Split Accuracy F1-Score

RFE (Previous 

Study)
12 90:10 0.9775 0.9820

RFE 12 60:40 0.9820 0.9820

• Previous Study (Njoud Abdullah Almansour et al. (2019) ): SVM achieved 97.75% accuracy with 12 features using a 

90:10 split and 10-fold cross-validation.

• Current Study:

o Achieved 98.20% accuracy using RFE with the top 12 features in a 60:40 split.

o Achieved 97.60% accuracy with the same 90:10 split and 12 features, slightly lower than the previous study.

• Highlighted the impact of train-test split selection on performance, with the 60:40 split showing the greatest 

improvement.

Table Comparisons of SVM Result between Previous and Current Study
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Figure 5.7 The Outcomes of LIME.

Local Interpretable Model-agnostic 
Explanation (LIME) Interpretation

• Prediction: SVM model predicts 'CKD' 

class with 96% confidence.

• Positive Contributions:

o High appetite value: 2.29

o Moderate blood glucose 

random value: 0.22

• Negative Contributions:

o Absence of pus cell clumps: <= 

-0.31

o Absence of diabetes mellitus: 

<= -0.61

o Absence of hypertension: <= -

0.62

o Low albumin level: <= -0.58

o Younger age: <= -1.03

o Slightly lower blood pressure: 

<= -0.46

o Pedal edema: <= -0.4
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RESULTS AND DISCUSSION
Comparison between Local Interpretable 
Model-agnostic Explanation (LIME) and 

other feature selections

• There are significant overlaps in features identified by different feature selection techniques.

• Hypertension is an important feature in LIME and is also top-ranked by both Chi-Square and 

Tree-Based methods.

• LIME highlights low albumin values, which is also top-ranked by RFE.

• Blood pressure is ranked highly by RFE-CV and is significant in LIME's findings.

• LIME emphasizes features like age and blood glucose random, which do not frequently 

appear in the top ranks of other feature selection methods.

• Overall, LIME and traditional feature selection techniques show significant compatibility on 

features such as diabetes mellitus, pedal edema, blood pressure, albumin, and hypertension.
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CONCLUSION

RO1

• Reviewed sources like journals

and articles from platforms

such as ResearchGate and IEEE.

• Applied four feature selection

methods: tree-based selection,

chi-square analysis, RFE, and

RFE with cross-validation.

• Selected the optimal feature

set for the SVM model.

• Trained and tested the model

to accurately identify CKD

cases.

RO2

• Used correlation coefficients, 

regression analysis, and 

confusion matrix to assess 

performance.

• Explained accuracy and F1-

score with the confusion 

matrix.

RO3
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CONCLUSION

Contributions
• Data imbalance issues were 

addressed by implementing 

SMOTE oversampling, 

significantly improving the 

model's sensitivity to CKD 

cases.

• LIME was used for interpreting 

individual predictions, which 

improved understanding of 

the model’s decision-making 

process.

Limitation
The study was constrained by a 

small dataset size, potentially 

limiting the robustness and 

generalizability of findings.

Future works
• Increase dataset size to 

improve model robustness 

and generalizability.

• Validate the findings, 

especially the perfect F1-score 

observed, across multiple 

datasets to ensure 

consistency and robustness in 

different circumstances.

• Investigate advanced 

machine learning methods to 

enhance model accuracy and 

reliability for CKD prediction
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