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INTRODUCTION

BW Background of Study

What is KOA ? /

{

with KOA?

knee osteoarthritis, is a common

musculoskeletal disease

primarily affects elderly

individuals, but it can also impact

Why does KOA - o
occur ? ’

due to the degeneration of joint

those with risk factors such as
obesity, prior joint injuries, or a
family history of osteoarthritis

cartilage in the knee, which leads to
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joint pain and disability
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INTRODUCTION

W Pproblem Statement ©OUIM

1. Need for Improved Diagnostic Techniques

Predicting KOA 1is crucial because it’s still caused
by many factors, affects quality of life, and varies
widely in how it develops.

Source : An Evolutionary Machine Learning Approach for KOA

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8000487/
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Osteoarthritis Healthy knee joint


https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8000487/

INTRODUCTION

Goal

1. To improve the

To investigate existing deep
learning method and

GCC.U’ CfC.y and features used for
reliability of KOA classification KOA
grading, thereby

To fuse handcrafted
features and network
features using features level
fusion.

facilitating early
detection and
appropriate
management
strategies for knee
osteoarthritis.

To implement Feed-
Forward Neutral Network
for classification of KOA
using fused features.
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INTRODUCTION

W Scope of Research

* Encompasses methodologies for KOA
analysis and diagnosis, including feature
extraction, classification algorithms, and
evaluation metrics.

 To compare and evaluate different
methodologies to determine their
effectiveness in accurately diagnosing KOA.

* Focuses on classifying the severity of KOA to
improve diagnostic accuracy.
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INTRODUCTION

BW Importance of Research

 The research contributes to progress in
medical image analysis and diagnosis,
particularly for knee osteoarthritis (KOA).

IMPORTANCE OF
RESEARCH

éQ

* The goalis to achieve better patient
outcomes and more effective treatment
planning through improved diagnostic
techniques.

Innovating Solutions




LITERATURE REVIEW _
Studies for KOA using Features

Network | Chen et Fully automatic knee osteoarthritis This study detect knee joints using a DenseNet,

z|MPIopI0) B severity grading using deep neural customized one-stage YOLOv2 network then InceptionV
networks with a novel ordinal loss. fine-tune the most popular CNN modelsto 3, Resnet,
classify the detected knee joint images with VGG
a novel adjustable ordinal loss

w7’ UNIVERSITI TEKNOLOGI MALAYSIA

Fusion HEMERIGI Feature level fusion framework for brain  This study propose an efficient fusion Feature
aand MR image classification using supervised framework for brain magnetic resonance Level
Prakash deep learning and handcrafted features  (MR) image classification using deep Fusion
(2022) learning and handcrafted feature extraction

method

Hand- Khalid et Automatic Analysis of MRI Images for This study extract MRI image that by deep DWT,
o= 1PV Early Prediction of Alzheimer’s Disease learning technique and combine with DWT, GLCM, LBP
Stages Based on Hybrid Features of CNN GLCM and LBP. , CNN

and Handcrafted Features

Table 2.2 Studies KOA in DL



LITERATURE REVIEW _
Studies for KOA using Machine Learning

Reference Approach Methodology Accuracy /
F1 Score

w7’ UNIVERSITI TEKNOLOGI MALAYSIA

EEHEEE-9 Predicting total knee replacement from This study uses longitudinal assessments of 81.2%
al.,(2020) symptomology and radiographic structural radiographic changes, knee pain, function, and

from the osteoarthritis initiative (OAl) networks (ANN)
Kokkotis et Identification of risk factors and machine This study uses a robust feature selection 74.07%
al.,(2020) learning-based prediction models for knee approach combining filter, wrapper, and

osteoarthritis patients. embedded techniques, followed by

classification with SVM

Su et Improved Prediction of Knee Osteoarthritis  This study uses a dataset combining clinical 0.553 (F1
al.,(2023) by the Machine Learning Model XGBoost. parameters, imaging data, and patient history,  Score)
then classifies by a decision tree algorithm

Table 2.1 Studies KOA in ML 9
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LITERATURE REVIEW _
Studies for KOA using Deep Learning

Tiwari, Using deep learning methods for orthopedic This study uses Al and DL to develop a neural 74%
L VEIETCM radiography, artificial intelligence models for network-based assessment for classifying KOA

Bagaria osteoarthritis of the knee are evaluated. severity from radiographic images annotated
(2021) with KL grades

K/
Pyl S UNIVERSITI TEKNOLOGI MALAYSIA

Yunus et YOLOvV2 is used to identify knee This study uses 3D radiographic images with 90.6%
al.,(2022) osteoarthritis (KOA), and convolutional LBP features and deep features from Alex-Net

neural networks are employed for and Dark-net-53, then classifies by CNN

classification.

WIS EIXCIEM Dense neural networks in knee This study uses self-reported clinical data and 79.6%
SEIMPAPEIB o steoarthritis classification: a study on then classifies by DNN

accuracy and fairness
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METHODOLOGY

Research
Framework

Come out with a research topic

|

Phase 1: Problem formulation & Data collection Literature review

Phasel =~ .

Identification and justification of research problem

Activity 2 -

Identification and justification of research goal | objective and scopes

Activity 3 -

Data Collection

Activity 4 -

Literature Reviews

l

Phase 2 - Data Pre-process then Generate Features and Fused Features

Activity 5 -

X-ray images pre-process

Activity 6 -

Improve X-ray images

(Activity 7 -

Generate handcrafted features { GLCM , DWT , LBP ) then combines 3 of them

[Activity 8 -

Generate network features ( VGG-19 and ResNet-101) through convolutional layers , pooling layers and
some auxiliary layers after applying data augmentation technigue

[Activity 9 -

Generate 2 fusion features by fuse VGG-19 and handcrafted features & fuse ResNet-101 and handcrafted

Phase3 "

features by using feature-level fusion

Phase 3 : Develop FFNN model

» Activity 10

: Feed Forward Neutral Network (FFNN) with network features

Activity 11

: Feed Forward Neutral Network (FFNN) with fusion features

l

Phase 4 : Tesling and Evaluation

Activity 12

: Evaluate and analyse the performance in term of accuracy of the KOA KL grading classification method

|

Report writing and documentation

/:;\

~

N U

P UTM
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"“Phase 4
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METHODOLOGY

W Research Framework — Phase 1

¥
Come out with a research topic

7 UNIVERSITI TEKNOLOGI MALAYSIA

h
Phase 1 : Problem formulation & Data collection Literature review

Activity 1 : Identification and justification of research problem

Activity 2 : |dentification and justification of research goal , objective and scopes

Activity 3 : Data Collection

Activity 4 : Literature Reviews
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W Research Framework — Phase 2

O O

METHODOLOGY

O O

— N —

'

Fhase 2 : Data Pre-process then Generate Features and Fused Features

Activity 5 : X-ray images pre-process

Activity 6 - Improve X-ray images

Activity 7 : Generate handcrafted features { GLCM , DWT . LBP ) then combines 3 of them

Activity 8 : Generate network features { VGG-19 and ResMNet-101) through convolutional layers , pooling layers and
some auxiliary layers after applying data augmentation technigue

Activity 8 : Generate 2 fusion features by fuse VGG-19 and handcrafted features & fuse ResMNet-101 and handcrafted
features by using feature-level fusion

1
3
1
1
1

Innovating Solutions
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METHODOLOGY

BW Research Framework — Phase 3&4

¥
Phase 3 : Develop FFNMN model

UNIVERSITI TEKNOLOGI MALAYSIA

Activity 10 : Feed Forward Meutral Metwork (FFNN) with network features

Obj 3

Activity 11 : Feed Forward Neutral Network (FFNN) with fusion features

!

Phase 4 : Testing and Evaluation

Activity 12 - Evaluate and analyse the performance in term of accuracy of the KOA KL grading classification method

!

Report writing and documentation
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METHODOLOGY

BW Convolutional Neutral Network

Obj 1 Activity 8 - Generate network features { VGGE-19 and ResNet-101) through convolutional layers , pooling layers and
some auxiliary layers after applying data augmentation technigue

> UNIVERSITI TEKNOLOGI MALAYSIA

Convolutional Layer

Dropout Layer
Pooling Layer

Network Features
CNN ( Convolutional Neutral Network)

Batch Normalization Layer Fully Connected Layer

Activation Layer
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METHODOLOGY

W CNN-EXAMPLE

7 UNIVERSITI TEKNOLOGI MALAYSIA

reduce the dimensionality of
the feature maps while

retaining the most important
information

Normalizes the output of
previous layers to improve
training stability and
performance

Randomly drops units
during training to
prevent overfitting
and improve

Input

Kernel

\

Pooling

Convolution

t
RelU

Pooling Pooling

Convolution Convolution

/

extracting color features,
edges, contrast, and
geometric features from X-
rays.

ReLU ReLU Flatten
o Layer
Activation Layer
Feature Maps -‘\ >
. (3 .o \ [ d
Applies a non-linear activation | |

function (e.g., ReLU) to
introduce non-linearity into
the model

generalization

x Batch Normalization
R o Laver Output
7™y
) f“_ _
AT i
- Rl ‘i
X g XA
' Ofi.f

SoftMax

“ Dropout Layer Activation
Function

Fully
I C!‘\l\rnur ra.d ]

Layer
 Integrates the extracted
features to produce a final
representation for
classification

Innovating Solutions
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METHODOLOGY

BW Feature Level Fusion OUIM

Activity 9 - Generate 2 fusion features by fuse VGG-19 and handerafted features & fuse ResNet-101 and handcrafted

features by using feature-level fusion

is a technique where features extracted
Fusion Features = Feature Level Fusion from multiple sources or models are
combined into a single,

|
Ext t Feature-level fusion
xtract | e L eeaamssude .
v PRERTELEREE < o oo ' Fuse based on .
Features Merge Normallze s E ZLL'HhVi Extract E\ E“-”f:e.a-tg(e.s_”ns
: hg the ; Ei,f HHHS features | A
t e : : ﬂ: i -------------------------
combined { Ei COCOTT S e manaaan -
features ' 8¢ MO | g
features % H T £
Extract ' =1 R Extract EEsEssssss 3
EEEHIES ot HEHH tetunes’] :
2 it .:-o;.q
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METHODOLOGY

W Feed-Forward Neutral Network

. UNIVERSITI TEKNOLOGI MALAYSIA

Activity 10 : Feed Forward Meutral Network (FFMM) with network features

Obj 3

Activity 11 : Feed Forward Mewutral Metwork (FFMN) with fusion features

FFNN
( Feed- Forward Neutral Network )

* Produces the final predictions

* For classification tasks, it might
use a softmax activation function
to output probabilities

-

type of artificial neural network
where each neuron in one layer is
connected to every neuron in the
next layer.

>
Inputs Outputs g
/ Hidden Layers 5
set of features ™. §
extracted from * Consist of multiple layers of neurons
an image e Learn to capture complex patterns and relationships in the data

Innovating Solutions



METHODOLOGY

BW Description of Datasets — Classify

« Kellgren and Lawrence grades
Keligren-Lawrence (KL) grading scale

N N N
= = = =

Grade 1 Grade 2 Grade 3 Grade 4
CLASSIFICATION Normal Doubtful Mild Moderate Severe s
Minute Definite Joint space g
osteophyte: osteophyte: Moderate joint greatly reduced: S
DESCRIPTION  No features of OA doubtful normal joint space reduction subchondral
significance space sclorosis

19 Innovating Solutions



METHODOLOGY

BW Description of Datasets - OAI

° Osteoarthritis Initiative  (University of California, San Francisco's Osteoarthritis Initiative (OAI))

Types Description of KL Grading Data Sets

Grade O Healthy X-ray 3857
X-rays of doubtful narrowing of the joint with osteophytes 1770

= UNIVERSITI TEKNOLOGI MALAYSIA

tip over
X-rays have minimal osteoarthritis containing joint space 2578

narrow with osteophytes

X-rays have moderate osteoarthritis containing joint space 1286

stenosis, multiple osteophytes, and mild sclerosis

Grade 4 X-rays have severe injuries containing large osteophytes and 295

severe sclerosis with clear narrowing of the joints
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Total 9786
Table 2.3 Description of data OAI

Innovating Solutions
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METHODOLOGY

B Performance Measurement

! . isatable shown in below(Table 3) that summarizes the performance of a
Confusion Matrix classification model, showing the counts of true positive(TP), true negative(TN),
false positive(FP), and false negative(FN) predictions.

Predict Positive Predict Negative

Actual Positive TN FP TN+ FP

Actual Negative FN TP FN+ TP
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Table 3 Confusion Matrix
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METHODOLOGY

B Performance Measurement

Then, the systems' performance as determined by the evaluation scales listed in

Qe UNVERSITI TEKNOLOGI MALAYSIA

TPRate
AUC = 100
FPRate 1007
TN + TP
Accuracy = TN T TP T FN T FP x 100%
TP
Sensitivity = x 100%
Y~ TP + FN ‘
TN
Specificity = x 100
pecificity ™ - FD .
]
Precision = TP x 100% §
~ TP + FP °

Innovating Solutions



METHODOLOGY

Architecture
Diagram

X-ray of the OAIl
dataset

|
]9?35

Average filter & CLAHE method

(I

reprocess

: !

b b

lgmentation

VGG-19 ResNet-101
- | Pl
Handcrafted
13 FraturesiTexture
Technigue
:
2008
|t L IEaTres
2043
features
2043
feature

UTM
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RESULT — Preliminary Result

Balancing with Augmentation Data

Rotation 30 degree

Horizontal Flip Probability: 0.5

Vertical Flip Probability: 0.5

Width Shift Range: +20% of the total width

Height Shift Range: £20% of the total height
Zoom Range: £20% of the original size

Shear Range: £20% of the original size

Table 4.1 Balancing with Data Augmentation

1

4

&

B

1a
11
12
13
14
15
16
17
18
19
2a
21
22
23

24

import os
import numpy as np
import cw2

UNIVERSITI TEKNOLOGI MALAYSIA

from tensorflow.keras.preprocessing. image irport ImasgeDataGenerator, img to_arra

# Define input and output directories for each grade

grades = {
"@': {"input_dir"’
1 Cinput_dir”
"2': {"input_dir’
"3': {"input_dir"’
'4': {"input_dir"’

‘data/train/@", '"output_dir': 'datafaug/o"},
"deta/trainsl", "output_dir': 'datafaugsl’},
‘data/traing2", 'output_dir': ‘datafaugs2"},
"data/trains3", 'output_dir': 'datafaugs/3"},

‘data/trains4", 'output_dir': ‘datajaugsat},

# Initialize ImageDataGenerator with augmentation options
datagen = ImageDataGenerator(

rotation_range=3@

o

horizontal_ flip=True,
vertical_flip=True,
width_shift_range=a.2,
height_shift_range=8.2,

shear_range=2.2,
Zoom_range=2.2

9001695L_0_1408

9001897L_0_2029

9001695L_0_7631

9001897L_0_5433

- 0 (4,938 items)




RESULT — Preliminary Result

Before and After Augmentation Data

ww
3857 1770 25178 1286 9786
4938 4532 4950 4938 4914 24272

Table 4.2 Before and After Data Augmentation




RESULT — Preliminary Result

Data Division and Arrangement

The OAI dataset will be partitioned into 80:20 (train test) and validation sets will be obtained from 20% of training data segments because
to its substantial size. Accordingly, training will occupy 80% of the data, with the remaining 20% going toward testing and validation for

Grade O (Total: 4938) , 7
- Training (80%): (4938 * 0.8 = 3950.4 = 3950) Phase/Classes Training 80% Testing 20%
Validation 20%

-__Testing (20%): (4938 * 0.2 = 987.6 =
Grade O(Training: 3950) Grade 0 3160 (790)
- Training (80%): (3950*0.8 = EXL)
- Validation (20%): (3950*0.2 = IETV)
Grade 1(Total: 4532 ) Grade 2 3168 (792)
- Training (80%): (4532 * 0.8 = 3625.6 = 3626)
- Testing (20%): (4532 * 0.2 = 906.4 =Jf7)
Grade 1(Training: 3626) Grade 4 3145 (786)
- Training (80%): (3626 * 0.8 = 2900.8 =PX1H)
- Validation (20%): (3626 * 0.2 = 725.2=7FE)
Grade 2 (Total:4950)

Grade 1 2901 (725)

Grade 3 3160 (790)

www.utm.my

yolutions




RESULI — Preliminary Result

W  Architecture Diagram

X-ray of the QAI
dataset

WS  UNIVERSITI TEKNOLOGI MALAYSIA

simplify the
representation of an
image into something

that is more easier to
/ analyze

Segmentation

&
ROI

—

selecting a
FFNN FFNN FFNN FFNN Specific pa rt Of an E
[ \ . . 2
image that is 5
particular interest :
s

Innovating Solutions



RESULT — Preliminary Result

Datasets Pre-Processing — Segmentation & ROI

Fhase 2 . Data Pre-process then Generaie Features and Fused Features |

UNIVERSITI TEKNOLOGI MALAYSIA

Activity 5 - X-ray images pre-process

preporcess_matrix.py > & preproces

PRE-PROCESS

v

SEGMENTATION

.

6
7
8
9

1@

ROl

impmrt CV2

impo
imp

def

def

from P

image processing.
numerical operations
creating a web interface
handling pictures

IL import

preprocess_image(image):
# Convert the 1mage to grayscale °
gray = cv2.cvtColor(image, cv2.COLOR BGR2GRAY)

# Segmentation: Crop 68 pixels from ton and bottom
height, width = gray.shape
cropped = gray|[60:height-60, :]

# Resize the image to 224 x 224
resized = cv2.resize(cropped, (224, 224))

return resized

display matrix(matrix):
# ronvert matriv +n etrinog Ffarmat Ffoar hottoar AdAicnl o

"

matrix str = "\n".join([ it".join(map(str, row))- for row in matrix]) e Transform into matrix

return matrix_str

uses cv2.cvtColor to convert the image
to grayscale first

crops the image 60 pixels on both
the top and bottom for segmentation

Resize in 224x224 pixel
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RESULT — Preliminary Result

Architecture Diagram

X-ray of the OAl

r

| Average filter & CLAHE method

-

.

Segmentation

2048
feature:

FFNN

FFNN

/'

Average Filter

&
CLAHE

e

improves the contrast of
an image by applying
adaptive histogram
equalization

Innovating Solutions
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Use to reduce the
noise , works by
replacing each pixel's
value with the
average value of its
neighboring pixels
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RESULT — Preliminary Result

UNIVERSITI TEKNOLOGI MALAYSIA

Datasets Pre-Processing — Average Filter & CLAHE

|
Activity 6 : Improve X-ray images |

AVRG FILTER & CLAHE METHOD  |¢— e LRERESS I g L FTER)

224X22443 \_‘ gray = cv2.cvtColor(image, cv2.COLOR BGR2GRAY)

height, width = gray.shape
cropped = gray[60:height-60, :]

preprocess_filterclahe.py >
im l_‘] ort cv?

» applies average
filtering ("cv2.blur’)
to reduce noise

from PIL import Image

avg filtered = cv2.blur{cropped, (5, 5))

* Image processing.

* numerical operations

« creating a web interface
* handling pictures

clahe = cv2.createCLAHE(clipLimit=2.0, tileGridSize=(8, 8))
clahe applied = clahe.apply(avg filtered) « enhances contrast
using CLAHE

resized = cv2.resize(clahe applied, (224, 224)) (‘cv2.createCLAHE")
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return resized




RESULT — Preliminary Result

Datasets After Pre-Processing
L |

Qe UNVERSITI TEKNOLOGI MALAYSIA

* Pre-process
segmentation and ROI

Before

» Pre-process Avg filter
and CLAHE
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Before
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RESULT — Preliminary Result

W  Architecture Diagram

Qe UNVERSITI TEKNOLOGI MALAYSIA

Network Features

l

CNN model

N

VGG-19 ResNet-101
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RESULT — Preliminary Result
It's a dee

convolutional neural

CNN (VGG-]_Q) Visual Geometry Group 19-layer network network with 19

UNIVERSITI TEKNOLOGI MALAYSIA

layers.
rer (Eppe) Outpue AVG filter & . ) :
ooy Jowmeswpe | eerms] e mer s Consists of a series of Gonvolutional layers =
camv2d ] P 25 " . } 1
max-pooling layers ->fully connected layers ->
came2d 1 - .
it Fatrix softmax layer for classification
max_jpoaling2d ( (224x224%3)
Convi_1 Conwvi_1 M&_xx Conv2_1 ConvZ_2 Me_:x Conwv3_1 Conv3_2
.~ B4x3x3 * 64x3x3 Pg"_'”g M 128x3x3 [ 7] 128x3x3 [ FONNG M Sseeaa [ 256x3x3
. _— : oy x2 2x2
x_poalingad 1 .
T Stride 2 Siride 2
2d 5 ( h
Max Max
2d & Convs_1 . o Convd_4 Convd_3 | Conwv4_2 Convd_1 - Conv3_4 Conv3_3
512x3%3 [ Pgi'zr’g T sqzxaxs [ 5123 [ | 512x3xa [V 512x3x3 | pgi'zr’g | 256x3x3 || 256x3%3
2d 7 (
B l Stride 2 Stride 2
2d B Fully Fusion with
2d = .
; Convs_2 || ConvE_3 | Conv5_4 | Connect Handcrafted Features
2d = | 512x%3x3 512x3x3 Tl 512x3x3 Layer FEMNN Classification Output
ad 28§ ®3 > Grade(D,1,2,2and4)

2d_11

max_jpoalingad 3

camv2d 12
came2d 13

comv2d 148

very small (3x3) convolution filters throughout the

network, which allows for deeper architectures

et e e ietwork > @ VGG19_model.py > @ create_ vgg19_model® image processing.

1 Import cv2 « numerical operations
2 lmport numpy as np -  creating a web interface
3 import streamlit as st

Total parzms:
Trainahle parzms:

Mon-trainable parzms:

Mon-trainable
PS C:WUTH Dogrs

from PIL import Image
import tensorflow as tf

A A L R R R

e = ¥

Innovating Solutions

import matplotlib.pyplot as plt

« handling pictures
building and running neural

from tensorflow.keras import layers, modnetworks

* Uuse to create static, animated,
and interactive visualizations
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RESULT — Preliminary Result

UTM
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P — e o, s, 5. * Defines the model as

29 del = models.s tial( .

: S a sequence of layers. -

j.’ I 121 # Expand the eravscale imaee to 3 channels

iz model.add(layers.Conv2D(84, (3, 3), padding='same’, input_shape=input_shape) 122 preprocessed_image_3ch = np.stack((preprocessed_image, )*3, axis=-1) ° Converts the grayscale image to a 3-
33 model.add(layers.ReLU()} # RellU activation I .

34 model . add(layers.Conv2D(&4, (3, 3), padding="same’)) 123 Channel |mage

35 model . add(layers.RelU()} & Rell activation 124 i ‘h:r"ralize thE i"'Ell,'.':"

38 model . add(layers.MaxPooling2Dd( (2, 2), strides=(Z, 2))} . . - o " 9 -

37 115 preprocessed_image_3ich = preprocessed_image dch J 255.4 . Normalizes the p|xe| values to [0' 1]
3B # Block 2 3

EL] model . add(layers.Conv2D(128, {3, 3), padding='same"}) L8 ) )

a8 model. add(layers.RelU()} & RelU activation 127 # Add batch dimension

a :z::i::::-:::z;:::’lf”"‘fmz 2 peemneseme ) 128 preprocessed_image_3ich = np.expand_dimsi{preprocessed_image_ich, awis=e) - - —
3 'r.:udel.ad:l[Layers_MaxPc.:.';\I'linng.‘.[i, 2), strides=(2, 2))} . 119 * Adds a batCh dlmen5|on, maklng it
a1 *  Consists of . ¢ Lod = 1o the VeR19 model itable del inout

e s stock s ) 138 Load and compile the V&G1% mode suitable Tor moael input.

a model. add(layers.Convab(258, (3, 3), padding='same’}) convolutional layers  ;: model = create_vggl9_model{input_shape=(224, 224, 3))

ar model . add( layers.RelU(]} RellU activation 2w

a8 model . add(layers.Conv2D(256, (3, 3), padding='same’}) fOIlowed by ReLU 132

ag model. add( layers.felU(])}

ReLU activation activations and max - # Here you should load the pre-trained weights

EE] del. addi 1 _Conv2D(256, (3, 3), padding='same'}) - . . i . .
51 = :dd::y:: Sl ¥ Ralll activelm ; 134 it model.load_weights(’path_to_vggld_weights.h5")
: e e e pooling layers. }
52 madel . add(layers.Conv2D(256, (3, 3), padding="same'}) 135
53 model. add(layers. RelU()} # Rell activation 3 k - s 7 N nl =] T ] . 4
54 model . add( layers.MaxPooling20( (2, 2), strides=(Z, 2)]} 138 # For the purpose o this example, we 11 Ek_F lﬂad_ng NE'gh'E
55 137 st.write{"Predicting using VG419 model...")
S8 # Block 4 .
57 model . add(layers.Conv2D(512, {3, 3), padding='same"}) 138
S8 model.add(layers.RelU()} & RelU activation 139 # Darfarm tha nradictinn
549 model . add(layers.Conv2D(512, {3, 3), padding='s=ame"}) o . . = A - : .
- model. add{ Layers.ReLU()) # Relll activation 148 predictions = model.predict{preprocessed_imsge_3ch) . Uses the model to extract features
61 model. add(layers.Conv2D(512, (3, 3}, padding='same’}) 141 H
62 madel. add(layers.ReLU()) 7 RelU activatien - N , _ . _ A from the preprocessed image
83 wadel. zdd(layers.Conv2D(512, (3, 3), padding='szme’)) 142 # Since we're not doing classification, just display the ZB48 features
ad model . add(layers.felU()} # RelU activation 143 Et.h'r'i'tl!:. "thractE--: 'FEEtIJF'EE :" %
53 model. add( layers.MaxPooling2D( (2, 27, strides=(2, 2}]} . X . . - . !
&6 144 st.write{predictions[&])
&7 # Block 5 145
5] model . add(layers.Conv2D(512, {3, 3), padding='s=ame"}) o - o
model.add(layers.RelU()} # RelU activation 146 # Calculate total number of features extracted
model. add(layers.Conv2D(512, (3, 3), padding='same")}) 5 4" a _ . : r
model.add(Layers.ReLU()) # ReLU sctivation 147 total features = predictions.shape[1] *  Shows the extracted features and the
model.add( layers.Conv2D (512, (3, 3), padding='same'}) 148 SL.WILLE|T IULdL TedLUI'Es BALIdLLEU. {LULdl_TedLuresy |
model . add(layers.felU()} # RelU activation 348 tOtaI number Of features eXtraCted
74 model . add( layers.Conv2D(512, (3, 3), padding="same"}) = >
s wodel.add(layers.RelU()} # RelU activatien 158 if __mame__ == "_"E_‘i_-'_": E_
76 model . add( layers.MaxPooling2D{ (2, 2), strides=(2, 2}]} 4 E s E
151 maini} =
78 # Fully Connected Layers 157 3_
74 model. add(layers.Flatten()) ;
a8 model . add(layers.Dense{4896) ) . a
o eodel mdal Layere ReLUL )} 7 Relll activetion *  Flattens the output from the convolutional layers and passes it through two dense (fully g
a2 madel . add( layers.Dense{d996) } . . . . .
- vl o Lmpre et ))& ReL st ivation connected) layers with ReLU activations, and then a final dense layer with softmax
a4 model. add(layers.Dense(1088, activation="softmax’')) # Output layer 2 a Qra a
o activation for classification
86 return model
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RESULT — Preliminary Result

wenes  CNIN (RESNEt'lol) Residual Network with 101 layers.

CLAHE method

A very deep convolutional neural network with 101 layers.

m

Input matrix
(224x224x%3) Residual Block %3 Residual Block x4
Max
Conv1 - . Conv2_1 Conw2_2 Conv2_3 Conwv3_1 Conw3_2 Conv3_3
k:;;_‘ axTxT [ 7| | one? saxixi [ oaxaa [P axaa || | | 128x1x1 [ ] 128x3x3 [ 512633
Stride 2
¥
Residual Block x4 Residual Block x23
Fully Avag
Connect -
< Pool - Convs_1 Convs_2 Convs_3 | |le— Convd_1 Convd_2 Convd_3
'—’iger E;-Z;I?ng S12xix1 [ 7| 512x3x3 | 7] 2048x3x3 256x1x1 | 7| 256x3x3 | 7| 1024x3x3
Fusion with I 1 1 1
ondoaied Built with residual blocks that include
Features . .
cassmcamon ozt | SKIP CONNECEIONS (shortcuts).
Grade(0,1,2 3and4)
FFMNN
skip connections help to mitigate the vanishing
gradient problem, allowing for very deep networks.
twork > ® Resnet101_model.py & create _resnet101_mode R . b . f
1 import streamlit as st Creatln_g awe In_ter ace
2 import numpy as np . numerical operations
3 import cv2 *  image processing.
4 from PIL import Image . .
5 import tensorflow as tF ¢ handllng pICtureS L
6 from tensorflow.keras.layers import Input, Conv2D, MaxPooling2D, Batchl"br‘maldeep Iearning framework for bUIIdIng and training models.eragePooling2D =
7 from tensorflow.keras.models import Model *  building and running neural networks
3 import matplotlib.pyplot as plt

. use to create static, animated, and interactive visualizations
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] lef create_resnotlel_madel{input_shapo-(224, 228, 33):

a inputs = Imput{shapc=input_shapec, name="imagc™)

1 .

-] # Initial Conw Layor o Deflnes a ReSNet—

= N = ConvZR{ed, (F, 7), strides-2, padding-'samc’, mame-'conwl'}(inputs) UNIVERSITI TEKNOLOGI MALAYSIA
r o = MawPooling2O({3, 3), strides«2, padding-"samnc’, namc-"max_poolingl’] =] O m d |

= u = Batchwarmalizration{nanc<'batch_norml’ J{x) 1 1 o e

Example Block 1 architecture USing

ES
o o= Conw2i(ed, (1, 1), strides<l, padding<'samc’', mame<'conwz_1°30(x)
x = BatchKarmalization(nance-'batch norm2 1°30x] g # Caonvert the preprocessed image to a format that canm be displayed in Streamlit
reiieani ez Keras Functional : : . :
x = mctivation('relus’, name='reluZ_1'}(x} preprocessed_pil_image = Image. fromarray(preprocesscd_image)
x = ConvZD(Esd, (2, 3), strides=1, padding='samc’', mame='conwZ_2°) ] API
x = Batchwarmalization(nanc='batch_norm2_2' }{x) # Display the preprocessed image
x = Activaticn('rcle’, name="relul_Z° }ix) ", = F . = %
- st.image{prepracessed_pil_image, capticn="FProprocessed Image with Filtering and CLAHE®, usc_column_width=True)
x = ConwZDR(25&6, (1, 1}, strides-1, padding=‘samec’, name='conwi_32° }bx)
x = Batchéormalization{name="batch_norm2_3"'j{x]) £ Expand the gr.::.-scalc image to 3 channcls
& Example Block preprocessed_image_3ch = np.ostack( (preprocessed_image, )*3, awis=-1)
H = Conw2i{ia=, (1, 1}, strides padding="same’, name="conwd_1° F{x)
11 x = Batchkormalizaticn{nanc="ba _norm3d_1' 3} x) -
2 u = mctivation('rele’, nanc=’'reluz_1°)(x) # Rarmalize the image
E] preprocessed_image_3ch = preprocesscd_image_3ch 4 255.8
x = ConwZD(i2=, (3, 3}, strides=1, padding="samc’, namc='conwid_Z°" }{x]
x = BatchMormalization{name="batch_norm3_2'j{x]
x = Activatiocn{ 'relu’', namc='reluld_Z°}ix) # Add batch dimension
oreprocessed_image_3ch = np.cwpand_dims(preprocessed image_3ch, awis-=a@)
= x = ConwZDR(51Z, (1, 1}, strides-1, padding=‘samec’, name='conwi_32° b{x]
L] x = Batchiarmalizration{nanc<'batch_norm3_3'j(x])
a # Load and compile the Reshet-181 model
. ® Example @lock = . _ model = create resnctldl_model{input shapo={223, 224, 2}
|2 ® = Conw2i{Zsa, (1, 1}, strides padding="same’, name="conwd 10 F(u) - - -
= x = BatchMaormalization(namnc="ba _normd_1' b x)
< ® = Activation('relu’, namc-'relod 1°}0x) # Here you should load the pre-trained weights
5
& % = Conwib(z5&, (3, 3}, strides-1, padding-‘samec’, namo-'conwd 2° 3(x) # model. load_weights(‘path_to_resnctlBl weights.hs')
X = Batchiormalizati [ namc=" ba _nored_2z' jx)
- mct tion(*rels’ cerelua_2° ) 0u) v
- * pemmEnlorel s, namesirelus sl # Far the purpase of this cwample, we'll skip loading weights
a x = ConviD{18z4, {1. 1), strides=1, padding-'samnz’, name="camv2_3'){x) st.write{"Extracting features using ResNet-181 medel...®)
1 o = Batchiarmaliration(namc<'batc normd_3' jix)
¥
" & Example Block 4 # Extract featurcs from the layer before the final demse layer
4 ® = ConvaD(51Z, (1, 1}, strides padding="same’, name-conws_1° (=) foature_pxtracticn_model = Modol{inputs=ncdel .input, owtputs=model.get_layer({'global_avg_pool’) .owtput)
5 o = Batchiarmaliration(namc<'batc normS_1' J{x])
w = Bctivation( rele’, nanc<'relus_1° }ix)
7 # Porfarm foature extraction
= * - ComaB(siz, (3, 3}. strides-1, padding-‘zame’, name-'convs_20)(x) features = feature_extraction_model.predict(preprocessed_image_3ch)
1] x = Batchiormalizration{namnc="'batch_norm5_2' =]} - - - -
1= x = BActivation{'rele’, name='relus_ 2" }ix)
. # Display the fratures
iz x = ConvZD{2e4s, (1. 1), strides=1, padding='sanc’, name="convs_3°' 31{x) N . » .
sod res:-
E] x = Batchiormaliraticn{nanc<'bacch_norms_32 ' j{x]} st.write] Extracted Featurcs:®)
r st.write{features)
& awveorage Poocling
x = AvcragoFoolingZD{pocl_size={7, 7i, namc='avcrage_pocl” iix) R )
X = Reshapof{zea=,}1{x) & Flatten thes cutput to a 1D tonsor # Calculate total number of features catracted
taotal _features - features.size
# Fully Connected Layers N T el € . ctod: it 1 .
x = Dense{lBl2, activation="relu’, name='denscl’ jix) st.writedf Total foatures catractoed: {total_features; )
1 x = BatchMormalization{name="batch_norm_fcl”i{x)
2 ¥ = ODense{512, activation='rele', nanc<‘densc2® iix)
El x = Batchiormalizaticn{namnc='batch_norm_fc2” 1{x)
5 & Drapout Layer
. .
dropaut_rate = @.5 ° S m f t VGG
x = Dropout(dropout_rate, name="dropout’ J{x} a e unc Ion as In
putput=s = DonscilBEp, activation='softmax’®, name="predicticns’ J{x)

modEl - model(inputs-inputs, SUTpUTI-utpuTs) Innovating Solutions

roeturn modol
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osed Model Result After Extract VGG-19 and ResNet-101

UNIVERSITI TEKNOLOGI MALAYSIA

Pro

Predicting using VGG19 model...

Knee KOA Image Preprocessing and
Feature Extraction with VGG-19
-4 features: Total features extracted: 2048

Extracted Features Image

-D.0002

0.0002

-0.0001

0.0005 A eam SNy

0.0004
]

0.0001

-0.0002

0.0005 Extracting features using ResNet-101 model...

-0.0001

Extracted Features:

Total features extracted: 2| Total features extracted: 2048

Extracted Features Image

-D.0017
-0.0081
-0.005
0.0018
0.0014
-0.0018
0.0035

Knee KOA Image Preprocessing and .
Feature Extraction with ResNet- e ° R e S N et 1 O 1
101 -

-0.0061

www.utm.my

0.0004

-0.0035

Innovating Total features extracted: 2048
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W  Architecture Diagram

X-ray of the QAI
dataset

wwgS”  UNIVERSITI TEKNOLOGI MALAYSIA

I . 9785
IIL ‘ refer to manually designed
' features used in traditional
| rage fi LAHE method }4— Preprocess q . .
. machine learning and image
. processing tasks
@ @ 4 | \
VGG-19 ResNet-101 E‘Eﬂ/h j} o

Handcrafted Features

|

Discrete Wavelet Transform (DWT)

Gray-Level Co-occurrence Matrix (GLCM)
Local Binary Pattern (LBP) o
S
[ | E
3
s
s

Innovating Solutions
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Proposed Model — Handcrafted (DWT )

craftec @ dwt.p ) mair

import pywt °
import numpy as np .
import cv2 .

image = cwi.ocvtlolor image,
oot - Wt oWt Tag
a4, D} = cootts 4: A
Featur = Mp.Ccancatenato

cA.Flatten :

cH.flatten

cW.tlatten

cO.flatten

» extracts a fixed number of features (first 3 values) from
each of the resulting coefficients (cA,cH,cV,cD)

foaturcs

w7’ UNIVERSITI TEKNOLOGI MALAYSIA

performing discrete wavelet transforms (DWT)
numerical computations
openCV library for computer vision tasks.

« performs a 2D discrete wavelet transform
(DWT) using the Haar wavelet (‘haar’)

Innovating Solutions
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RESULT — Preliminary Result

Handcrafted Features (GLCM)

part e « openCYV library for computer vision tasks
impart rumpy as np * numerical computations
rom skimage.feature import graycamatrix, graycapraps * calculating Gray-Level Co-occurrence Matrix
(GLCM) and its properties.

WS  UNIVERSITI TEKNOLOGI MALAYSIA

| roert fhe dnne e « extracts a fixed number of features (first 3 values)
image - cvz.cvtColor(image, cvi.COLDR_BGRIGRAY from each of the resulting coefficients

B R B function with specified distances

glon = graycomatrix(image, distances=distances, angles=angles, symnotric=Truo, normcds=Troo

COMLrastT = Eray ':-|:.—|: E 3 = LrasT .ravcl

dizssimilarity = graycoprops(glcm, izsimilarity’ ] .rawvel ° 1

MOEDECRCLTY = grayfCopropsig.lCom, YADECMELT -rawel CompUte propertles

r a- o .;:: p';p: [ avel

E

fcatures = np.hstack contrast, dissimilarity, momogcnclity, onorgy,. oorrclation . . .

i * Concatenates all these properties into a single feature vector B

5

1t teatures.shape|d] « 2

. foatures = np.padd features, . | featuwres . shapeo §

veoeee . —_...J Solutions
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def

LI i LELC w DN IER | . E
import numpy &5 np  numerical computatlons
- = -.- o - - -
import cv2 * 0openCV library for computer vision
from skimage.feature import local_binary_pattern tasks
e compute Local Binary Patterns (LBP)
cwvtrort Thn fozostorcc f Amoea
# Convert the image to grayscale if it"s not already
if len(image.shape) == 3: . . - 2
image = cv2.cvtlolor{image, cv?.COLOR_BGR2ZGRAY) * CheCkS If the InpUt Image Is grayscale

RESULT — Preliminary Result

Handcrafted Features (LBP)

UNIVERSITI TEKNOLOGI MALAYSIA

# Parameters for LEBP

radius = 3

n_points = 8 * radius » Sets parameters for LBP calculation

# Calculate LBP

lop = local_binary_pattern{image, n_points, radius, method="uniform') ° Computes LBP

# Falrulate histoeram of | BP and normalize it

hizt, _ = np.histogram{lbp.ravel(), bins=np.arange(®, n_points + 3), range=(8, n_points + 2}, density=True) e Computes the histogram Of LBP value

# Pad or truncate histogram to ensure size 283
if hist.shape[@] < 2083:

hist = np.pad(hist, (@, 283 - hist.shape[@]), "constant')
n'-qel

1se: e Size less then 203

hist = hist[:283]

www.utm.my

return hist

Innovating Solutions
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Proposed Model Result after Handcrafted Features(DWT , GLCM, LBP) UTM

DWT Images:

Total DWT features extracted: 12
Total GLCM features extracted: 13
. GLCM Features:

Total LBP features extracted: 203

LBP Features:
DWT Features:

28.3796
11.8&677
208187
2.5844
3.3953
1.59781
3.1497
0.3403

0.3

GLCM Features:

- DWT,GLCM, LBP

www.utm.my
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Proposed Model Result after Handcrafted Features(DWT , GLCM, LBP) 1O UTM

GLCM Image: LBP Image:

>
g
£
E
3
s
s
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W  Architecture Diagram

X-ray of the QAI
dataset

'
refers to the process of

[ rga s i maros F—{_AJ combining multiple sets of
features to create a more

H H . comprehensive

UNIVERSITI TEKNOLOGI MALAYSIA

VGG-19 ResNet-101

Fusion Features

/

Early Fusion (Feature-Level Fusion):

Handcrafted
13 Features/Texture
Technique
:
228

features¥_ w

2048
features
2048

feature: 2376

PR PPN Fr FrAN Features are combined at the initial -
I | stage before being fed into the model. €
This involves concatenating feature §
vectors or applylng dmenspnghty Late Fusion (Decision-Level Fusion): 3
.@ reduction techniques like Principal 3

Component Analysis (PCA) Models are trained separately on

. .
different feature sets, and their outputs

are combined at the decision level.

Innovating Solutions
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Feature Level Fusion (VGG19 and Handcrafted)

UNIVERSITI TEKNOLOGI MALAYSIA

mpo:: S « OpenCV library for image processing tasks.
import numpy as np « Library for numerical computations in Python.
import streamlit as st « Library for building interactive web apps.
from PIL import Image . - . . .
import matplotlib.pyplot as plt Python Imaging Library for image processing tasks.
# Import functions directly from their respective modules «  Custom functions imported from respective modules

from h2 import extract dwt features, extract glcm features, extract lbp features
from vgg import extract vgglo features

W im0 e R A R N e R et B e DR e ) -

# LOmMDLMNE TE4QLUNeE:

Concatenates all feature arrays combined features = np.concatenatel (dwt_festurses, glcm_features, lbp_festures, wvggld festures), axis=1)

# Optionally, perform classification or further analysis with combined features
st.writel "Comblned Features Shape:", combined_features.shape)

Disp|ays the Shape and contents # Display or use combined 'FEE?L-FE-_'- as needed

st.write("Combined Features:'
st.write(combined features)

Same function use in Resnet101 fusion with handcrafted
Innovating Solutions
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Number of DWT features: 12

Number of GLCM features: 13
Number of LBP features: 203
Number of VGG-19 features: 2048
Total number of fused features: 2276

DWT Images:

Feature Fusion: Handcrafted and
ResNet-101

-8. 99934941]] shape (1, 2343) dtype—fluat.m)

Combined Features (Numeric Representation):

Feature Type

5 232058 5729

Combined Features

.Faa!.mn Value

 ResNet-101 and handcrafted

»
»

Innovating So

A

Number of DWT features: 12

Number of GLCM features: 13

Number of LBP features: 203

Number of ResMet-101 features: 2048

Total number of fused features: 2276

DWT Images:

UNIVERSITI TEKNOLOGI MALAYSIA

Feature Fusion: Handcrafted and
VGG-19

Combined Features (Numeric Representation):

1635 1625 1765

Combined Features
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Corresponding Hyperparameters definition and Ranges

index

_ Training loss function Categorical Crossentropy

_ Training batch size [8 — 256]

_ Model dropout ratio [0.1, 0.5]

_ Transfer learning freezing ratio [0,1]

_ Weights(parameters) optimizer SGD, Adam, RMSprop

_ Dimension scaling technique Resizing, Normalization

Utilize data augmentation techniques or not [YES, NOJ

_ The value of rotation (If YES) 0°->30°

_ The value of width shift (If YES) [0-0.2]

_ The value of height shift (If YES) [0-0.2]

The value of shear (If YES) [0-0.2]

The value of zoom (If YES) [0-0.2] E
_ The value of horizontal flipping flag (If YES) [Yes, No] 2
_ The value of vertical flipping flag (If YES) [Yes, No] §

Table 4.4 Hyperparameters

Innovating Solutions
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Configuration

i
Convolutional Neutral Network

Train split ratio 80% to 20%(80% for training9and validation)

Configuration

and 20% for testing)

Scripting language Python
Python major packages Streamlit, Tensorflow, Keras, = NumpPy,

OpenCV, Matplotlib, Skimage and PIL

Working environment Visual Studio

Table 4.5 Configuration

Innovating Solutions
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CONCLUSION

Achievement of Project Objective ©UIM

* Two of the three goals of this study, which were to "Enhanced X-ray Analysis and
Diagnosis of Knee Osteoarthritis Grade through Hybrid Technique Using Fusion of
Network Features and Handcrafted Features," have been accomplished.

 The initial goal was to look into the characteristics and deep learning technigues
already in use for KOA classification. A thorough analysis of the literature and the
feature extraction process from the VGG-19 and ResNet-101models were used to
achieve this.

* The second goal was to employ feature-level fusion to combine manually created
features with network features. Combining handmade methods like DWT, GLCM,
and LBP with features taken from CNN models allowed for the successful completion
of this task.

www.utm.my
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CONCLUSION

Research Constraints

 The study was hampered by a number of factors, including
the high computing demands of feature-level fusion and
deep learning model training, which may be difficult for
researchers with little funding.




CONCLUSION

Suggestion for Improvement and Future Work ©UIM

« Future improvements will focus on enhancing the fusion
of handcrafted and CNN features.

* The implementation and optimization of FFNN for KOA
classification using these fused features will be
addressed In future work.
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What | had done ?
e - vul [~ ol

Phase 1 : Problem Formulation & Data Collection Literature Review

e k)
O o S UNIVERSITI TEKNOLOGI MALAYSIA

Activity 1 : Identification and justification of research problem

Activity 2 : Identification and justification of research goal, objective and scopes

Activity 3 : Data Collection

S HASHRASBASEAS

Activity 4 : Literature Review

Phase 2 : Data Pre-process then Generate Features and Fused Features

Activity 5 : X-ray images pre-process

Activity 6 : Improve X-ray images (Network features)
Activity 7 : Generate handcrafted features ( DWT, GLCM , LBP)
Activity 8 : Generate network features (VGG-19 and ResNet-101)

KWK KK

Activity 9 : Generate 2 fusion features (Network fuse with handcrafted features)

Phase 3 : Develop FFNN model

www.utm.my

Activity 10 : ... v




THANK YOU

QnA

UM

UNIVERSITI TEKNOLOGI MALAYSIA

O G e -_‘)‘;wv\_’—’—d} 0 Cdljat SESCOLdlIg dlldid \

In the Name of God for Mankind
www.utm.my

HEERO




