[image: ]
Probability and Statistical Data Analysis
 (SECI 2143-02)

Semester 2 Session 2020/2021
Group Name: Team Yeagerist

Project 2 : Stroke

Group Members:
	No
	Name
	Matric No

	1.
	Eddie Wong Chung Pheng
	A20EC0031

	2.
	Singthai Srisoi
	A20EC0147

	3.
	Chong Kai Zhe
	A20EC0186

	4.
	Nurfarrahin Binti Che Alias
	A20EC0121



Lecturer: Mr Chan Weng Howe
Date of Submission: 3 July 2021
[bookmark: _kwj0ohs5dqn7]Table of Content

1.0 Introduction	3
2.0 Dataset	4
3.0 Data Analysis	5
      3.1 Hypothesis testing 2 samples	6-7
      3.2 Correlation Test	8-9
      3.3 Regression Test	10-11
      3.4 Chi-Square Test of Independence	12
      3.5 Goodness of Fit Test	13
4.0 Conclusion	14
5.0 Reference	15
6.0 Appendix	16
7.0 Video Presentation 	16

[bookmark: _xob81ufzl1c]













[bookmark: _ws760ldzj7m2]1.0 Introduction	

	Stroke is a condition where the blood supply to the brain is disrupted, resulting in oxygen starvation, brain damage and loss of function. Did you know that stroke has already reached epidemic proportions. According to the World Stroke Organization, globally 1 in 4 adults over the age of 25 will have a stroke in their lifetime and over 13 million people will have a stroke each year and around 5.5 million people will die as a result. Current trends suggest that the number of annual deaths will climb to 6.7 million annually without appropriate action. 

	To probe into the cause of this, we decided to choose the healthcare stroke as our dataset. There are a lot of factors that can leading to stroke. Hence, the aim of this project is to study the factors like gender, age, hypertension, heart disease, type of job, average of glucose level, body mass index (BMI) and smoking status of patients of the relationships between the variables. We also want to try predicting which factor is most likely to cause a patient to get stroke. Hence, we use several statistical methods to estimate the relationships between each of the variables.

We expected to see the hypothesis testing of the mean of male patients and female patients are different. Besides, We also expect to see there is a linear relationship between body mass index BMI) and average blood glucose level from correlation test. Other than that, we also want to see linear regression does exist between body mass index (BMI) and average glucose level. Moreover, we want to see the type of job of patient is dependent on the heart disease using the Chi-Square test of independence. Lastly,we would like to see the number of different types of smokers among the  patients are not equal.















[bookmark: _ndxnjlsj3t2m]2.0 Dataset
The dataset used was collected by fedesoriano on Kaggle, thus it can be considered as secondary data. This dataset is used to predict whether a patient is likely to get stroke based on the input parameters like gender, age, various diseases, smoking status, hypertension, heart disease and others. Each row in the data provides relevant information about the patient. 

 The dataset consists of 4795 patients of data in total. There are 11 variables on the original dataset and we use 7 of them which are gender, age, average glucose level, BMI, type of job of patient, heart disease and smoking status as we prefer to choose the ratio and nominal type of variable as it is easier for conducting the analysis. We will carry out 5 statistical tests which are listed below.

1. Hypothesis testing 2 sample using variable of gender and age, 
2. Correlation test using variable of average glucose level and body mass index (BMI)
3. Regression test using  variable of average glucose level and body mass index (BMI)
4. Chi-Square test of independence using variable of type of job and heart disease, 
5. Goodness of fit test using the status of smoke among patients.

Before we start our analysis, we need to remove some unnecessary data such as the non-integer value from 0.08 to 1.88 of age as shown in Figure 1. [image: ]
Figure 1: Healthcare ( Stroke ) 











We also remove unwanted data of bmi such as N/A to make the prediction more accurately as shown in Figure 2.
[image: ]Figure 2: BMI of patients

We also modify some changes of the gender dataset such male and female to “1” and “2” accordingly as shown in Figure 3 as the Rstudio does not work well with the previous version of the dataset. We also extract 455 patients as our sample and create a new dataset of excel as our Rstudio has some problems when doing 2 sheets in 1 excel.
[image: ]
Figure 3 : Finalist of dataset
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3.0 Data Analysis
[bookmark: _l6ptag9jro4w]3.1 Hypothesis testing 2 samples

We chose 455 patients as our sample. The sample test consists of 222 male as the first group and second group consist of 233 females and this means the two samples are independent as they were not matched. Hence, we want to test on the difference between the mean of male population and the mean of female population under 0.05 significance level and assume that both variances of both variables are unknown.

Hypothesis statement:
 :                    
 :  
=  		Degree of freedom, v = 
Where,

 = Mean of male population[image: ]
 = Mean of female population
 = Sample mean of male population
= Sample mean of female population
 = standard deviation of the sample of male population
 = standard deviation of the sample female population
 = Size of the sample of male population
= Size of the sample of female population 

[image: ]
Figure 4: Calculation of hypothesis testing 2 samples


From the Rstudio,
	
	Male
	Female

	Size of the sample
	=222
	= 233

	Mean of sample of population
	 =30.71
	= 34.70

	Standard deviation of the sample
	 =25.04
	 = 23.96


Table 1: Result of hypothesis testing 2 samples

Significance level, α = 0.05		Degree of freedom, v = 449.16
Test statistic,       = -1.73		P-value  = 0.042

[image: ]

                Figure 5: Calculation of critical region

From the table,  =  1.965 or  = -1.965
Reject if   > 1.965 or < -1.965

Decision: Since test statistic, = -1.73 < -1.965 and does fail within the critical region, we need to reject .

Conclusion: There is evidence to conclude that the mean of the male population and the mean of the female population is different.


3.2 Correlation Test

We want to carry out correlation tests to measure the strength of the relationship between the average glucose level in mg/dL and the body mass index (BMI). We assume the confidence level to be 95%, significant level , α = 0.05

Hypothesis statement:
H0: ρ = 0 (no linear correlation between the average glucose level and body mass index (BMI).)
H1: ρ ≠ 0 (linear correlation between the average glucose level and body mass index (BMI).)

[image: ]
where,
r = Sample correlation coefficient
n = Sample size
x = Value of the independent variable
y = Value of the dependent variable
 [image: ]Figure 6: Scatter plot of average glucose level against body mass index (BMI)
[image: ]
Figure 7: Calculation of correlation test

From the R studio, correlation coefficient, r = 0.1754489 (weak positive linear relationship).
This also indicates that when average glucose level increases, body mass index (BMI) will increase too.

Significance test for correlation

Test statistic, t = 				Degree of freedom, df =  453
                     t =5.54

Significance level,				P-value = 5.03 x

 Confidence interval of the correlation coefficient at 95% is (0.1639354, 0.3362305).

Decision: Since P-value is 5.03 x < less than 0.05, hence we reject the null hypothesis.

Conclusion: There is sufficient evidence to conclude that there is a linear relationship between average glucose level and body mass index (BMI) at the 5% level of significance.








3.3 Regression Test
In the regression test, we want to predict the value of body mass index(BMI) based on the value of average glucose level . The dependent variable is body mass index(BMI) while the independent variable is average glucose level. We assume the confidence level to be 95%, significant level , α = 0.05 . 

Hypothesis statement: 
:  = 0 (no linear regression)
: 0 (linear regression exists)
Estimated Regression Model: Y = + 
where, 
Y   = Estimated (or predicted) Y value
= Estimate of the regression intercept
 = Estimate of the regression slope
X   = Independent variable
 [image: ]
  Figure 8: Scatter plot of body mass index (BMI) against average glucose level
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Figure 9 : Summary of graph by using Rstudio
From figure 9, we can get the the formula for estimated regression model is:
Y= 21.37 + 0.0484X
 is the estimated average value of y when the value of x is zero
 is the estimated change in the average value of y as a result of a one-unit change in x
From , we can interpret that when the average glucose level is 0 in mg/dL (normally cannot drop below than 70 mg/dL), the body mass index (BMI) is 21.37 which is considered as normal. From , we can interpret that the average value of body mass index (BMI) increases by 0.0484 as a result of each addition of average glucose level in mg/dL.
From Figure 9, we can also get the coefficient of determination, is 0.06147. This shows that there is only 6.147% of the variation body mass index (BMI) is explained by the average glucose level. This also shows that only some but not all the variation in body mass index(BMI) is explained by variation in average glucose level
Test statistical for Regression
Test statistic, t =                		
where, 
 = Sample regression slope coefficient slope    = Estimator of the standard error of the slope
= Hypothesized slope				Degree of freedom, d.f = 453			     
Decision: Based on Figure 6, we can get the test statistic, t = 5.544 and P-value = 5.03 x . From here, we can see that P-value is < than significant level , α = 0.05 . Hence, we reject the null hypothesis. 
Conclusion : There is sufficient evidence that linear regression does exist between body mass index(BMI) and average glucose level. 
3.4 Chi-Square test of independence
In the Chi-Square test of independence, we want to test whether there is a relationship between type of job and heart disease. The data is represented in contingency table where each row represents one variable and another column represents another variable.

: Type of job of patient is independent with heart disease
: Type of job of patient is dependent with heart disease
[image: ]
Figure 10: Drawing of contingency table using Rstudio
Test statistic,
[image: ]
From the calculation, we get

Degree of freedom, df = 4
P-value = 0.005885
Let significance level,, the critical value is 9.488

Decision: Since the test statistic,is greater than the critical value which is 9.488 and P-value is smaller than 0.05. Hence, it does not fall within the critical region and we can reject the null hypothesis.
Conclusion: There is enough evidence that the type of job of patient is dependent with the heart disease.
[bookmark: _1wmfl2nf7t0y]3.5 Goodness of Fit Test
Goodness-of-fit test is used to test the hypothesis that an observed frequency distribution fits some claimed distribution distribution. A sample data of 455 patients are selected and we wish to test if the number of different types of smokers among 455 patients are equal.

Test Hypothesis:
: 
: At least one of the proportion is different from other
Expected frequencies : E = 
where,
0 represents the observed frequency of an outcome
E represents the expected frequency of an outcome
k represents the number of different types of smokers
n represents the total number of trials
We assume the confidence level to be 95%, significant level , α = 0.05 . 
Exprected, frequencies, E= 
			    = 
			     = 113.75
	Patient
	Formerly Smoked
	Never smoked
	Smoke
	Unknown

	Observed Patient
	23
	26
	223
	183

	Expected Patient
	113.75
	113.75
	113.75
	113.75

	(O-E)/ E
	72.40
	67.69
	104.93
	42.16


Table 2: Observed and expected frequencies of patient
Test statistic, 
Critical value, = 7.815      
Reject if > 7.815 
Decision: Since test statistic, = 287.18 > 7.815 and fall within the critical region, thus  is rejected.
Conclusion: There is sufficient evidence to conclude that the number of smokers are different among the patients.
[bookmark: _z5hsgt3b48kd]4.0 Conclusion
[bookmark: _y0pan5vjbg4b]As a conclusion, firstly, for the hypothesis testing for two samples, the mean of male samples is different from the mean of the female sample. For the correlation, it is shown that there is a linear relationship between the average glucose level and body mass index, BMI. For regression analysis, the regression model fits the correlation between average glucose level and BMI. The analysis also implies that “Y= 21.37 + 0.0484X” is a good predictor or factor that gives significantly high impact in predicting the BMI using average glucose level. Moreover, the chi square test of independence shows that the type of job of patient is dependent with the heart disease at the 0.05 level of significance.Lastly, the Goodness of Fit Test shows that the number of smokers are different among the patients.
[bookmark: _crd18prezfla]In short, the purpose of this project is to study the factors of the relationship between the variables that can cause strokes. Beside that,we hope that the finding of the project can be used as a guideline to alert the condition of health and the dangerous behavior that may lead to strokes.We have also learned several factors such as removing unnecessary data first before carrying out the analysis process. This project also helps us to practice our R programming in the R studio.
[bookmark: _u5erz4p5xjjb]
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· Video presentation link
https://youtu.be/j6M0BU8sCuc
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FLRO Sdliple testing
#sample

male_data <~ filter(sample,gende
female_data <- filter(sample,gender-
x<- male_datasage #Create variable x
y<-female_datasage #create variable y
n=Tength()

> print(n) # get sample size value of male
] 222

> print(sd(x))  # get sample standard deviation
[1] 25.04327

> print (mean(x))
[1] 30.71171

> n=length(y)

> print(n) # get sample size value of female

] 233

> print(sd(y))  # get standard deviation

[1] 23.96364

> print(mean(y)) # get the sample mean value

[1] 34.69528

> variancel = sd(x)A2 #variance of male

> variance2 = sd(y)A2 #variance of female

>z = ((mean(x)-mean(y)-0)/(sqrt((variancel/222)+(variance2/233))))

> print(z) #get test statistics

[1] -1.732037

> v = ((variance1/222)+(variance2/233))42/(((variance1/222)42/(222-1))+((variance2/233)42/(233-1)))
> print(v) # get degree of freedon

[1] 449.1608

> pvalue = pt(z,floor (v))

> print(pvalue) #get p-value

[1] 0.04197687

YVYVVVYVY

-

get sample mean value
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> alpha = 0.05
> t.alpha = qt(alpha/2,floor ())
> c(-t.alpha, t.alpha)
[1] 1.965261 -1.965261
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Sample correlation coefficient:

o Y- (X))
IS =0 (v = () /]

where:
r = Sample correlation coefficient
n = Sample size
x = Value of the independent variable
y = Value of the dependent variable
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x<-sampleSavg_glucose_level

y<-samplesbmi

plot(x,y,main ="Average glucose level against body mass index(sMI)",xlab
red”)

abline(Im(y ~ )

cor.test(x,y) # get correlation efficient

“average glucose Tevel” , ylab= "Body mass index(BMI)",co

>
>
>
>
>

pearson’s product-moment correlation

data: x and y
T - 5.5439, df = 453, p-value = 5.031e-08
alternative hypothesis: true correlation is not equal to 0
95 percent confidence interval:
0.1639354 0.3362035
sanple estimates:
cor
0.2520654
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x<-sampleSavg_glucose_level
y<-samplesbmi

model <= Tm(y~x)

print (model)

call:
In(formula = y ~ %)

Coefficients:
(zntercept) x
21.3721 0.0484

> print(sunmary(mode1))

call:
In(formula = y ~ x)

Residuals:
win 1q  wedian 3Q max
-15.1806 -8.1408 0.5491 7.3644 15.2097

coefficients:

estinate std. Error t value Pr(>|tl)
(Intercept) 21.37214  0.98381 21.724 < 2e-16 ***
x 0.04840  0.00873 5.544 5.03e-08 **

Signif. codes: 0 *¥*%’ 0.001 ‘*%’ 0.01 ‘*’ 0.05 *.’ 0.1 * ' 1

Residual standard error: 8.213 on 453 degrees of freedom
Multiple R-squared: 0.06354, Adjusted R-squared: 0.06147
F-statistic: 30.74 on 1 and 453 DF, p-value: 5.031e-08

> plot(x,y,main
+ x1ab
> abline(model)

"Average glucose level against Body mass index(sI)”, co
verage gluclose level”,ylab = "Sody mass index (8MI)")
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> print(x2.alpha)
[1] 9.487729
> outputsstatistic

x-squared
14.48987
> outputsparameter
4
> outputsobserved
0 1
children 173 0
Govt_job 2 3
Never_vorked 3 0
private 177 9
self-employed 43 5
> outputsexpected
o 1
children 166. 536264 6.4637363
Govt_job 43.318681 1.6813187
Never_vorked  2.887912 0.1120879
private 179.050549 6. 9494505

self-employed 45.206593 1.7934066




image5.png
pearson’s Chi-squared test

data: bl
X-squared = 14.49, df = 4, p-value = 0.005885
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A C D E F G H J K

1 [gender  age hypertension  heart_disease  ever_married work_type Residence_type  avg_glucose level bmi smoking_status  stroke
2 |Male 67 0 1Yes Private Urban 228.69 366 formerly smoked 1
3 Female 61 0 0 Yes Self-employed  Rural 20221 N/A never smoked 1
4 |Male 80 0 1Yes Private Rural 105.92 325 never smoked 1
5 |Female 49 0 0 Yes Private Urban 17123 344 smokes 1
6 |Female 79 1 0 Yes Self-employed  Rural 17412 24 never smoked 1
7 |Male 81 0 0 Yes Private Urban 186.21 29 formerly smoked 1
8 Male 74 1 1Yes Private Rural 70.09 27.4 never smoked 1
9 |Female 69 0 0 No Private Urban 9439 22.8 never smoked 1
10  Female 59 0 0 Yes Private Rural 76.15 N/A Unknown 1
11 Female 78 0 0 Yes Private Urban 58.57 24.2 Unknown 1
12 | Female 81 1 0 Yes Private Rural 8043 29.7 never smoked 1
13 | Female 61 0 1Yes Govt job Rural 12046 368 smokes 1
14 Female 54 0 0 Yes Private Urban 10451 27.3 smokes 1
15 | Male 78 0 1Yes Private Urban 21984 N/A Unknown 1
16 | Female 79 0 1Yes Private Urban 21409 28.2 never smoked 1
17 | Female 50 1 0 Yes Self-employed  Rural 16741 309 never smoked 1
18 | Male 64 0 1Yes Private Urban 19161 375 smokes 1
19 | Male 75 1 0 Yes Private Urban 22129 25.8 smokes 1
20 Female 60 0 0 No Private Urban 8922 37.8 never smoked 1
21 | Male 57 0 1No Govt job Urban 217.08 N/A Unknown 1
22 |Female 7 0 0 Yes Govt job Rural 19294 22.4 smokes 1
23 |Female 52 1 0 Yes Self-employed  Urban 23329 489 never smoked 1
24 Female 79 0 0 Yes Self-employed  Urban 2087 26.6 never smoked 1
25| Male 82 0 1Yes Private Rural 2083 325 Unknown 1
26| Male 7 0 0 Yes Private Urban 10287 27.2 formerly smoked 1
27 | Male 80 0 0 Yes Self-employed  Rural 10412 235 never smoked 1
28 Female 65 0 0 Yes Private Rural 10098 28.2 formerly smoked 1
29| Male 58 0 0 Yes Private Rural 189.84 N/A Unknown 1
30 |Male 69 0 1Yes Self-employed  Urban 195.23 28.3 smokes 1
21 [Male ca n n Drivar Buieal 911 78lN7A PR P
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gender  age hypertens heart_disease ever_married work_type Residence_type avg_glucose_level bmi 'smoking_statusstroke
1 3 0 0 No children Rural 194.75(N/A|Unknown 0
1 7 0 0 No children Urban 8794N/A  |Unknown 0
1 8 0 0 No children Urban 78.76|N/A|Unknown 0
1 10 0 0 No children Rural 9987|N/A [formerly smoke 0
1 13 0 0 No children Urban 70L73|N/A|Unknown 0
1 14 0 0 No Private Rural 11072[N/A|never smoked 0
1 20 0 0 No Private Rural 7096|N/A|Unknown 0
1 2 0 0 Yes Private Rural 7829|N/A [smokes 0
1 27 0 0 No Private Rural 19179[N/A [smokes 0
1 29 1 0 Yes Private Urban 77.55|N/A|formerly smoke 0
1 30 0 0 Yes Private Urban 9123[N/A |smokes 0
1 31 0 0 No Private Urban 21507|N/A|smokes 0
1 31 0 0 Yes Private Urban 10862[N/A |smokes 0
1 31 1 0 Yes Govt job Urban 9211[N/A  |never smoked 0
1 32 0 0 No Private Rural 9558[N/A  |smokes 0
1 32 1 0 No Private Rural 7443|N/A|Unknown 0
1 32 1 0 No Govt job Urban 58.24[N/A |formerly smoke 0
1 34 0 1Yes Private Urban 106.23[N/A [formerly smoke 0
1 24 0 0 Yes Private Urban 99.23(N/A  |smokes 0
1 24 0 0 Yes Private Rural 8651/N/A [formerly smoke 0
1 5 0 0 Yes Private Rural 11592(N/A [formerly smoke 0
1 5 0 0 Yes Private Rural 77.48|N/A|formerly smoke 0
1 37 0 0 Yes Private Rural 107.06{N/A |smokes 0
1 39 0 0 Yes Private Rural 84.18[N/A  |smokes 0
1 40 0 0 Yes Private Urban 19115(N/A |smokes 0
1 40 0 0 Yes Private Rural 89.77|N/A  |smokes 0
1 40 0 0 No Private Urban 8827|N/A [formerly smoke 0
1 40 0 0 Yes Private Rural 8394N/A |smokes 0
1 41 0 0 No Private Rural 7015|N/A|formerly smoke 0
3 o n n Drivsate i 177 o1 IR 1L n
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A c D E F G H J K
gender age hypertension heart_disease  ever_married  work type Residence_type avg_glucose._| bmi smoking_status stroke
2 40 0 0 Yes Private Urban 7465 25.3 formerly smoked 0
2 61 0 0 Yes Private Rural 8841 25.3 formerly smoked 0
1 7 1 0 Yes Private Urban 9465 25.3 formerly smoked 0
1 81 0 0 Yes Private Urban 23435 25.3 formerly smoked 0
1 82 0 0 Yes Private Urban 226,84 25.3 formerly smoked 0
1 30 0 0 No Private Rural 8256 25.4 formerly smoked 0
2 7 0 0 No Govt job Urban 6299 25.4 formerly smoked 0
2 18 0 0 No Private Urban 9901 255 formerly smoked 0
2 31 0 0 No Private Urban 6341 255 formerly smoked 0
2 32 0 0 Yes Private Urban 9134 255 formerly smoked 0
2 £ 0 0 Yes Govt job Urban 58.29 255 formerly smoked 0
1 50 0 0 No Govt job Rural 12117 255 formerly smoked 0
1 66 0 0 Yes Govt job Rural 57.17 255 formerly smoked 0
1 67 0 0 Yes Private Rural 8316 255 formerly smoked 0
1 78 1 0 Yes Self-employed  Rural 56.11 255 formerly smoked 1
2 78 0 1Yes Private Rural 22106 255 formerly smoked 0
1 51 0 0 Yes Private Rural 166.29 25,6 formerly smoked 0
2 58 0 0 No Private Urban 8393 25,6 formerly smoked 0
2 59 0 0 Yes Private Urban 8151 25,6 formerly smoked 0
2 70 1 0 Yes Private Rural 11364 25,6 formerly smoked 0
2 69 0 0 Yes Private Urban 9165 25.7 formerly smoked 0
1 75 0 0 Yes Govt job Urban 200.73 25.7 formerly smoked 0
2 54 0 0 Yes Govt job Urban 98.44 25.8 formerly smoked 0
1 79 0 0 Yes Self-employed  Urban 242,62 25.5 never smoked 0
2 50 0 0 Yes Govt job Rural 7767 25,6 never smoked 0
2 55 0 0 Yes Self-employed  Rural 9298 25.6 never smoked 1
2 56 0 0 Yes Private Urban 8008 25.6 never smoked 0
2 62 0 0 Yes Govt job Urban 16317 25.6 never smoked 0
2 16 0 94,03 0

0 No

Private

Rural

25.7 never smoked




